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Dear Readers,

This month we decided to prepare a spacious is-
sue on Timing Attacks. There are two reasons for 
that: first – as an ”extra” branch of hakin9 we 
search for the hottest topics in IT-Security and 
we enjoy expanding on the topics that we have 
prepared. The second reason, however, has eve-
rything to do with the launch of the newly esta-
blished Cryptomag. We are preparing completely 
new magazine, independent of hakin9, and sole-
ly devoted to cryptography (as its name sugge-
sts). Stay tuned to hakin9 news and be ready for 
the new magazine when it appears. Below is what 
we have prepared for you in this month’s hakin9 
Extra. Vincent Rijmen in his article on ”Timing At-
tacks on AES” will show you how the execution 
time of an AES encryption can be used to deri-
ve the secret key. Qi Chai, in this issue’s special 
article, will re-visit Timing Attacks against RSA. 
Weizhong Yang and Jeffrey Zheng are going to 
present Variant Pseudo-Random Number Genera-
tor. Michael W. Farb, Yue-Hsun Lin, Adrian Perrig 
and Jonathan McCune are going to expatiate on 
Safeslinger – an easy-to-use and secure public-
-key exchange. Martin Rublik, or regular colla-
borator is going to present an Overview of Side 
Channel and Timing Attacks. In an article enti-
tled ”The Dichotomy of Symmetric vs Asymmetric 
Cryptography” Wayne Patterson discusses the 
fundamental dilemma of the two kinds of cryp-
tography in today’s use. Matthieu Bontrond is 
going to present Timing Attack against CBC ope-
rating mode – an attack that enables decryption 
of blocks without attacking the encryption key. 
Theodosis Mourouzis has presented us Automa-
ted Algebraic Cryptanalysis. Michael Wisher pre-
sented his expertise on ”Cache-Timing Attacks on 
Symmetric Cryptographic Primitives”. Nitin Jain is 
going to present you the article on ”Timing At-
tacks on Practical Quantum Cryptographic Sys-
tems. The last, but not least is the interview with 
Vitaliy Mokosiy – Atola’s Bandura Project Mana-
ger and key developer. 

I hope that you will enjoy the reading!

Michał Wisniewski, hakin9 Extra 
m.wisniewski@software.com.pl
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8.  Timing Attacks on AES
 By Vincent Rijmen
 In this article, we explain two timing attacks on AES. Firstly, by way of introduction, we show how a naive 

implementation of the finite field operations used in the MixColumns step of AES leads to a simple attack. 
This attack can also be avoided easily. Next, we show an attack based on the timing differences caused by 
the working of cache memory. The attack assumes that an attacker can make accurate timing measure-
ments and requires a bit more analysis, but is also more difficult to counter. 

32.  SafeSlinger: Easy-to-Use and Secure Public-Key Exchange
 By Michael W. Farb, Yue-Hsun Lin, Adrian Perrig, Jonathan McCune
 SafeSlinger is a system for secure exchange of authentic information between two smartphones, and a user 

interface for secure messaging. In essence, SafeSlinger exchanges contact information, containing public keys 
in addition to standard contact list information such as name, picture, phone numbers, email addresses, etc. 
Thanks to the association between the individual holding the phone and the public key that is exchanged, 
users (with the help of the SafeSlinger App) can later associate digital communication with the previously met 
individual by verifying a digital signature. To make SafeSlinger usable, the cryptographic aspects are mostly 
hidden from the user, and we have built-in several approaches to make SafeSlinger tolerant to user error.

38.  Overview of Side Channel and Timing Attacks
 By Martin Rublik
 Attacking the system design is mostly a theoretic task, but breaking it, has severe consequences to the 

system and its practical use. In cryptography these types of attack are mostly algorithmic attacks and 
are of course implementation independent. Therefore when a practical algorithmic attack on cryptogra-
phic system is found the system needs to be replaced where applicable. An example of such an attack 
would be design flaws in WEP [1] that lead to WPA/WPA2 rollout or flaws found in MD5 hash algorithm 
[2] that lead to global hash algorithm change in X.509 certificates.

28.  Variant Pseudo-Random Number Generator
 By Weizhong Yang, Jeffrey Zhi J. Zheng
 Variant Pseudo-Random Number Generator (VPRNG) based on the Variant Logic framework – an extension 

of Cellular Automata (CA) - is proposed to construct a PRNG. A list of classical methods on PRNG, BBS, ANSI 
X9.17 and DES were used in comparison under the NIST Statistical Test Suite, the measurement results show 
that the VPRNG can produce a better pseudo-random number series in most cases than the compared 
models.Keywords: PRNG, Variant Logic, CA, Cryptanalytic attacks, Timing attack

12.  Timing Attacks Against RSA Revisited
 By Qi Chai
 To make our attacks more instructive and concise, we consider a “local” attacking scenario such that Eve is 

able to access the target device, e.g., a server or a tamper-resistant smartcard, that stores the private key and 
runs RSA encryption and decryption (implemented by the right to left square-and-multiply) when stimu-
lated, and Eve has a physical clone of the target device, e.g., another server of the same model or another 
smartcard. In addition, we assume that Eve is able to measure the time spent on the RSA decryption on the 
target device and any other operations on the cloned device that do not request secret parameters.

42.  The Dichotomy of Symmetric vs. Asymmetric Cryptography
 By Wayne Patterson
 Around the time of the introduction of the DES, Diffie and Hellman [8] described a model by which the key ma-

nagement problem as described above could be solved. Their concept was to suppose that it could be possible 
for a key K to have two components, a public part that we will call Kp and a secret part that we will call Ks. Thus 
the entire key could be described as K = (Kp, Ks). We would furthermore require that only the public part of the 
key, Kp, would be necessary for encryption, but the entire key K would be necessary to decrypt.



48.  Timing Attack Against the CBC Operating Mode
 By Matthieu Bontrond
 Block ciphers algorithms require also to be used with an operating mode. Various works have been  

performed around operating modes providing authentication of the underlying data. Nevertheless  
they are still not widely deployed and some communication protocols use older operating modes.  
One of the most common operating modes is the CBC mode (Cipher Block Chaining). In particular, 
this operating mode is commonly used with the DES/TDES encryption algorithm. Despites a drawback 
inherent to the chaining operation, this operating mode is simple and no flaws have been reported.

52.  Automated Algebraic Cryptanalysis
 By Theodosis Mourouzis
 Crypto-designers’ aim is that the underlying system of equations is not solvable faster than exhaustive 

key search. In general, solving a random multivariate system of equations is NP-hard [11]. However, in 
most cryptographic schemes, their rich algebraic and geometric properties can be further exploited to 
solve the underlying system. In this article, we provide an introduction to algebraic cryptanalysis and we 
describe how this 2-step process can be considered as an automated cryptanalytic process. Such attacks 
have been a big success for stream ciphers, however for block ciphers, until recently, only a limited  
number of rounds could be broken. In the last section we present a key recovery algebraic attack for  
4 rounds of the Russian government standard block cipher GOST [7] given 2 known pairs of plaintexts 
and ciphertexts [13].

56.  Cache-Timing Attacks on Symmetric Cryptographic Primitives
 By Michael Wisher
 Cache timing attacks apply to symmetric cryptographic primitives – block and stream ciphers - when 

they use operations that access memory based on secret key material. They apply to a majority of block 
ciphers, which since the Data Encryption Standard, have traditionally relied heavily on substitution (s-) 
boxes.  These are operations that implement highly non-linear equations to obscure the relationship 
between the key and the ciphertext. Commonly, ciphers use 4x4, 8x8 or 8x32 s-boxes, where an mxn  
s-box takes an m-bit input and outputs an n-bit output. 

60.  Timing Attacks on Practical Quantum Cryptographic Systems
 By Nitin Jain
 A quest for the answer to this question began roughly a decade ago and has led to some astonishing 

results [Leuchs, 2011]; see Fig. 5. Termed ‘quantum hacking’, this research field has witnessed many  
successful proof-of-principle attacks devised and performed on practical QKD systems. The attacks  
primarily show how an eavesdropper obtains partial or full info about the secret key without breaching 
the QBER threshold. It should be stressed that a majority of the eavesdropping strategies utilized dif-
ferences between the security proof of the QKD protocol (a.k.a. the theoretical model) and the actual 
implementation. These differences mainly arise due to technical imperfections or deficiencies of the 
hardware, such as single-photon detectors.

70.  An Interview with Vitaliy Mokosiy
 Atola Bandura: Superfast Imager, Wiper, and Tester
 Bandura provides quick and efficient imaging of damaged hard drives. The maximum speed rate of 

imaging is 256 MB/s. It is only limited by the hard disk’s internal transfer rate. Also, it is very important 
to point out that you can stop the imaging process at any time, and you may resume it later. I would like 
to emphasize the following features: a colored 3.3-inch screen, erasing speed up to 280 MB/s, write pro-
tection for source port, autosaving of all results and steps during the process to the USB flash, firmware 
updates through the same USB flash, etc. By the way, all Bandura firmware updates are totally free.
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Introduction
It has been known since a long time that programs can pass 
on hidden information deliberately by varying their consump-
tion of CPU resources, e.g. execution time or RAM usage. 
However, only in 1996 Paul Kocher published the first article 
on timing attacks: methods that recover the secret key of oth-
erwise practically unbreakable cryptographic algorithms by 
exploiting detailed information on their execution time [4]. 

In this article, we explain two timing attacks on AES. Firstly, 
by way of introduction, we show how a naive implementation 
of the finite field operations used in the MixColumns step of 
AES leads to a simple attack. This attack can also be avoided 
easily. Next, we show an attack based on the timing differ-
ences caused by the working of cache memory. The attack 
assumes that an attacker can make accurate timing meas-
urements and requires a bit more analysis, but is also more 
difficult to counter. 

The execution time of a program is just one type of side-
channel information. In particular for implementations in 
hardware and on very simple processors (think: smartcards), 
researchers discovered powerful attacks based on measure-
ments of the power consumption or the electro-magnetic ra-
diation during an encryption operation. Since those attacks 
require a thorough understanding of the design of electronic 
circuits, we won’t cover them here.

We assume that the reader is familiar with the AES (Ad-
vanced Encryption Standard). Otherwise, good descriptions 
can be found in the FIPS standard [1] and in the AES book [2].

Simple case: xtime

An implementation of MixColumns
The MixColumns step of the AES round transformation con-
tains multiplication operations in the finite field GF(256). Each 
byte of the input is multiplied by the constants 1, x and x ⊕ 1.  
(The last two constants are often denoted by 2 and 3.) On 
a typical processor, these multiplications are implemented by 
means of a table lookup. In this example, however, we as-
sume that the implementation explicitly computes the multipli-
cations. This could be the case, for instance, if the processor 
has so little RAM (or cache) available, that we don’t want to 
store this table.

The multiplication by x can be implemented as shown in 
Algorithm 1. Note that multiplication by x ⊕ 1 can be imple-
mented by using the law of distributivity in GF(256): a × (x ⊕ 1) 
= (a × x) ⊕ (a × 1) = (a × x) ⊕ a. Hence, an implementation of 
xtime and some xor operations are all that we need to imple-
ment MixColumns.

Visual inspection of Algorithm 1 reveals that on a simple 
processor without advanced scheduling tricks, there will be a 
noticeable variation in the execution time of this routine. If the 
MSB of a is set, then the routine will take longer, because that 
branch contains extra instructions.

A timing attack consists now essentially of three phases:

• Trigger AES encryptions of different message blocks. 
Measure and record the execution times.

TIMIng ATTACkS  
on AES

Abstract: The black-box security of AES remains unchallenged. 
Nobody is able to decrypt ciphertexts that have been encrypted 
with AES and neither is there a method known to recover the secret 
key, even when a large amount of messages and the corresponding 
ciphertexts are known. However, if the attacker has access to 
additional information about the internal operations of AES, then 
practical attacks are sometimes possible. In this article, we explain 
how the execution time of an AES encryption can be used to derive 
the secret key.

VInCEnT RIjMEn
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 Timing ATTAcks  
AgAinsT RsA RevisiTed
Qi chAi

Timing Attacks Against RSA Encryption and Decryption Revisited 
 

Qi Chai 
Department of Electrical and Computer Engineering 

University of Waterloo 
Waterloo, Ontario N2L 3G1, CANADA 

Email. q3chai@uwaterloo.ca 
 

The prevailing belief -- an information system is secure due to the employment of 
cryptographic functions that are mathematically strong -- can go wrong if adversaries 
does not play by the presumed rules. In fact, attacks may happen in completely 
unexpected ways such as compromising the cryptographic functions through 
measurements of the time they take to accomplish certain tasks, known as the timing 
attack. In this article, we exhibit instructive cases and examples of how to attack a weak 
class of implementations of the most popular public-key cryptographic algorithm, i.e., 
RSA, by making wise use of the runtime it reveals during operating. The lesson learnt is 
that the theoretic security of crypto algorithms should be examined in conjunction with 
the implementation security of them that may add another layer of complexity to the 
development of secure systems. 
 

1  Introduction 

1.1  What is RSA? 

Before 1976, symmetric-key encryption, where the secret keys used by the encrypter, 
i.e., Alice, and the decrypter, i.e., Bob, are identical (or can be simply transformed from 
the one to the other), is the only known paradigm to protect data. To share the 
encrypted information with other parties, the secret key has to be distributed or 
delegated, which could be problematic, e.g., how to deliver the key effortlessly and 
secretly without introducing additional encryptions? how could one ensure that each of 
the key-holders will keep the key information privately from unauthorized parties 
especially in the long run? 
 
This problem has been thoroughly solved thanks to Diffie and Hellman's breakthrough 
invention of the public-key cryptography, which, based upon the intractability of some 
computational hard problems, could accomplish the tasks like encryption and 
decryption using two different keys -- one is published and the other is private. Anyone 
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Introduction
The security of cryptographic systems depends on secret data 
that is known for authorized persons but unknown and unpre-
dictable to others [1,3,5].  To meet this unpredictability, some 
randomness mechanisms are required [4,8]. Quality in Pseudo 
Random Number Generation PRNG is required for security in 
both stream cipher and block cipher applications [3,4,7,8], and 
lack of quality generally provides attack vulnerabilities [3,8]. 
From a practical viewpoint, some key properties for good ran-
domness mechanisms are essentially important such as period 
length, efficiency and ease of implementation [1,3,7]. 

For some PRNGs, the period length can be calculated with-
out walking through the whole period. For a PRNG internal 
state contains n bits, Linear Feedback Shift Registers LFSRs 
usually have periods of exactly 2n – 1 Normally systems based 
on essential Boolean operations are in higher performance and 
better efficiency in hardware or firmware implementations than 
compared systems based on arithmetical operations [3,8,9]. 

The PRNG system is particularly attractive to attackers be-
cause it is typically a single isolated component easy to be 
located in environment. Different cryptanalytic attack technolo-
gies are applied to PRNG mechanisms such as guessing of 
seed, timing attacks on state advance function, output genera-
tion functions, forward and backward tracking attacks [2,5-7]. 

To secure wider applications, it is a challenge task to design 
and implement a proper PRNG to have a list of superior prop-
erties [1-9]. 

In this paper, a new PRNG system – Variant Pseudo-Ran-
dom Number Generator VPRNG – based on [12] is proposed. 
Combining different technology [10-12] with additional exten-
sions, this system can provide extreme longer circular prop-
erties for a n bit state, VPRNG have a basic period of 2n×22n   

bits for a configuration and also a huge variation space of   2n×22n   

configurations available to use efficient tabular operations with 
significantly superior behaviors in comparison to other PRNG 
results. The system of VPRNG is described in section II-VI.  

Variant Pseudo Random Number Generator

The architecture 
The architecture of Variant Pseudo-Random Number Genera-
tor VPRNG is shown in Figure 1.

Figure 1. The Architecture of Variant PRNG 

In the architecture, there are four modules: Initial, Generator, 
Check and Reconfiguration. Further detailed descriptions on 
various parameters are discussed in Sections III-VI respectively.

In the Initial module, it provides a list of initial arguments for 
the Generator, such as the Cell Serial X as a seed, the rule 
R, the complement Δ and the permutation P operators respec-
tively. 

Using the rule R, the Generate module selects a comple-
mentary rule Δ and a permutation rule P and works on Cell 
sequence to generate new Cell series. Under a given configu-
ration, this module can provide a non-repeat sequence with  
a length of 2n×22n  bits [12].

In the check module, it focuses on checking the current Cell 
series in which whether its content has or not to be repeated. If 
it does not repeat, then it will be passed.

VaRIaNT  
Pseudo-RaNdom  
NumbeR GeNeRaToR
Abstract – Variant Pseudo-Random Number Generator (VPRNG) 
based on the Variant Logic framework – an extension of Cellular 
Automata (CA) - is proposed to construct a PRNG. A list of classical 
methods on PRNG, BBS, ANSI X9.17 and DES were used in comparison 
under the NIST Statistical Test Suite, the measurement results  
show that the VPRNG can produce a better pseudo-random number 
series in most cases than the compared models.

WeIzhoNG YaNG, JeffReY zhI J. zheNG

Reconfiguration Check Generator Initial 

VPRNG System
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Of course, ordinary users can extensively 
rely on system administrators’ help in 
making trust decisions. However, or-

dinary users inevitably face challenging deci-
sions alone; most users at home, on travel, on 
vacation, or in small businesses do not bene-
fit from skilled help. All this while the need and 
temptation to use new online services steadily 
increases.

The recent proliferation of smartphones of-
fers a promising opportunity to address these challenges, as 
these devices offer a general computing environment with a 
powerful processor, high-resolution display, several communi-
cation modalities (Bluetooth, WiFi, 3G/4G), camera, and sen-
sors.

Unfortunately, smartphone platforms suffer from many risks. 
Vulnerabilities exist in communication standards that enable 
eavesdropping or impersonation. Moreover, phone operators 
are disclosing information or introduce vulnerabilities through 
insecure or misconfigured systems.

Individuals often have physical interactions with resources 
or other individuals before communicating digitally. Often, 
people communicate over the Internet or via SMS after having 
met in person. We leverage this physical encounter to boot-
strap digital trust.

Solution Roadmap
SafeSlinger is a system for secure exchange of authentic in-
formation between two smartphones, and a user interface for 
secure messaging. In essence, SafeSlinger exchanges contact 

information, containing public keys in addition to 
standard contact list information such as name, 
picture, phone numbers, email addresses, etc. 
Thanks to the association between the individ-
ual holding the phone and the public key that is 
exchanged, users (with the help of the SafeS-
linger App) can later associate digital communi-
cation with the previously met individual by veri-
fying a digital signature. To make SafeSlinger 
usable, the cryptographic aspects are mostly 

hidden from the user, and we have built-in several approaches 
to make SafeSlinger tolerant to user error.

We envision SafeSlinger as a general approach to bootstrap 
secure digital communication. (1) First, we’ve enabled groups 
(2-9 individuals) of physically co-located users to securely 
bootstrap trust by sending keys (slinging keys) between their 
devices (a one-time operation). SafeSlinger can also support 
remote setup, as long as users can authenticate the other 
individual (e.g., via telephone communication or live video 
conference). (2) Second, SafeSlinger supports secure phone-
to-phone messaging and file transfer, providing both secrecy 
and authenticity. Once users’ devices hold each others’ public 
keys, the SafeSlinger user experience is nearly identical to 
that of traditional SMS and MMS messaging today. (3) Third, 
we will enable secure introductions without physical meetings 
by allowing a common acquaintance to facilitate a mutual in-
troduction enabled by SafeSlinger’s file transfer. (4) Fourth, 
we plan to release our source to enable other applications to 
adopt the SafeSlinger API to add their public key to a contact 
entry. Now, when a user sends (slings) its updated contact 

SafeSlingeR:  
eaSy-to-USe and SecURe  
PUblic-Key exchange

For many current Internet applications, users experience a crisis of 
confidence. Is the email or message we received from the claimed 
individual or was it sent by an impostor? Cryptography alone 
cannot address this problem. We have many useful protocols such 
as SSL or PGP for entities that already share authentic key material,  
but the root of the problem still remains: how do we obtain the 
authentic public key from the intended resource or individual? 
The global certification process for SSL is not without drawbacks 
and weaknesses, and the usability challenges of decentralized 
mechanisms such as PGP are well-known.

Michael W. faRb, yUe-hSUn lin, adRian PeRRig, Jonathan MccUne
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list entry to another user, each application’s public key is auto-
matically included, and the same application at the other end 
can extract the public key. This mechanism can enable ap-
plications such as secure email or secure SMS to solve the 
problem of securely exchanging the public key without a leap 
of faith.

We have implemented SafeSlinger on Android and iOS, and 
it can be installed from their respective app stores to enable 
secure credential exchange. The public apps include mecha-
nisms for secure messaging and file exchange for Android, 
with plans to release the same functionality for iOS in Summer 
2012. Beyond that, we will extend SafeSlinger to provide se-
cure introductions between two individuals.

attacks to Resist
The main purpose of SafeSlinger is to enable a set of users to 
exchange their contact information such that every non-mali-
cious user receives the correct information about every other 
non-malicious user. Malicious users may collude and imperson-
ate each other, for example, therefore we cannot provide any 
guarantees for those parties. Our main goal is to provide high 
usability while preventing the attacks described later.

 Secure local exchange of information is a surprisingly intri-
cate and challenging problem. Possible attacks include: 

•	 Malicious	bystander	who	participates	in	protocol: a bystand-
er can overhear conversation, and attack the protocol by 
controlling the local wireless communication. (Dolev-Yao 
attacker model). The Man-in-the-Middle (MitM) attack is  
a specific instance of this attack. 

•	 Malicious	group	member: an invited member of the group 
wants to violate protocol properties, such as mounting an 
impersonation attack by injecting incorrect information for 
another user, or performing a Sybil attack by injecting mul-
tiple entries either for fictitious individuals or for individuals 
who are not present. A malicious group member can also 
perform a Group-in-the-Middle (GitM) attack, as described 
above. 

•	 Malicious	server: for protocols that rely on a back-end serv-
er, the server may be controlled by a malicious administra-
tor or become compromised. 

•	 Information	leakage	after	protocol	abort: an adversary may 
be able to cause a protocol abort and trigger leakage of 
private information about a participant. 

•	 Collision	 attack	 on	 low-entropy	 hash: as described above, 
low-entropy hash values can be vulnerable to efficient 
birthday attacks if precautions are not taken. 

challenges to overcome
We have also considered the following challenges, some of 
which directly apply to SafeSlinger, and others which we side-
step via the design choices that we make for SafeSlinger: 

•	 Exclusion	of	unintended	participants: legitimate users will ex-
pel an unwanted bystander who wants to participate in the 
protocol. 

•	 Correct	member	count: users need to correctly count the 
number of group members who participate in an exchange. 

•	 Identity	validation: users correctly validate the identity infor-
mation received from the exchange. They should map the 
identity information to the people who participate in the ex-
change, and they should reject information of non-partici-
pants. 

•	 Impersonation	detection: users verify that no other user has 
injected information that impersonates them in the current 
exchange. For example, a malicious user may also inject 
information about Alice, even though Alice is also partici-
pating in the exchange. The risk is that another user may 
discard the correct information and accept the wrong infor-
mation. 

•	 Diligent	 hash	 comparison: users can correctly perform a 
hash comparison, even after executing the protocol nu-
merous times without any attack. 

•	 Diligent	error	checking	and	aborting: users will abort the pro-
tocol and restart the protocol when suspicious or error 
conditions are encountered. 

User experience
Although the protocol is complex, the user experience is actu-
ally quite simple as SafeSlinger performs all the cryptographic 
operations and checks without the users’ involvement. 

The user experiences the following steps: (1) select the data 
items to be shared, (2) count and select the number of users, 
(3) find and enter the lowest ID displayed by the devices, (4) 
compare the word phrases and select the one that matches 
and click “match”, or click on “no match”, (5) select which us-
ers’ data to import into its contact list. 

Protocol Steps
In a nutshell, the mobile devices send their information to the 
server, which redistributes it to the other devices. The users then 
engage in a verification of all exchanged information to ensure 
that they all have received identical information. This verifica-
tion is finished by the users who perform a comparison of tex-
tual representation derived from short hash values displayed 
by the phones.

Two problems must be avoided here: (1) users may habitu-
ate to click “OK” without performing the comparison, and (2) 
an attacker may compute a collision attack on the short hash 
value. 

We solve (1) by presenting 2 decoy hash values alongside 
the correct value and asking users to verify which of the 3 
hash values matches a value on other people’s devices. We 
address problem (2) by using Short Authentication Strings 
(SAS), where, all devices first commit to the values that are 
used in the hash comparison. Once all the commitments are 
distributed, the devices reveal the decommitments and the 
short hash comparison can proceed. This approach prevents 
the collision attack and in Zimmermann’s words converts the 
attack from a “safe attack” into a “daring attack.” 

Another challenge that we address in SafeSlinger is to pre-
vent the server from learning any contact information. We 
accomplish this by leveraging a group Diffie-Hellman proto-
col. The group DH protocol establishes a shared secret key 
among all participants, which is used to encrypt the contact 
information. To prevent MitM attacks, the DH public key is in-
cluded in the initial commitment and thus validated during the 
hash comparison.

In the following we go through the SafeSlinger protocol with-
in each steps:
•	 Data	Selection	&	Counting: the user selects which data to 

share and enters the total number of protocol participants.
•	 Commitment,	Group	DH	Key	Setup: each device computes the 

values needed for the group DH protocol by selecting the 
DH private key ni at random. The device also randomly se-
lects nonces to indicate “match” (Nonce match Nmi) and 
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“wrong” (Nonce wrong Nwi). The device also encrypts the 
data Di to share with Nmi used as a symmetric encryption 
key (using AES with 128-bit keys): Ei = {Di}Nmi. We also use 
SHA-1 truncated to 128 bits as hash function H. Figure 1 
depicts this multi-value commitment structure for user Ui. 
Finally, the device sends the commitment Ci to the server.

•	 Server	 Unique	 ID	 Assignment,	 User	 Grouping: In the next 
step, the server groups the users. First, the server sends 
a unique ID to the device which the device displays and 
prompts the user to find the lowest ID amongst all devic-
es. Then all users enter the lowest ID to their device and 
send it to the server.

•	 Collection	and	Distribution	of	Initial	Decommitment: The serv-
er now knows which devices belong to the same group, 
and distributes ID and commitment pairs (IDi, Ci) to all 
group members. Once a device receives all commitments, 
it opens up the first level decommitment (HNi, Gi, Ei) (See 
Figure 1). If validation of all decommitments is correct, de-
vices compute a hash over all decommitments of Ci, i.e., 
over the triplets (HN*, G*, E*), sorted by the value of the 
unique IDi assigned to each device to ensure that all devic-
es compute the hash over the same triplet ordering.

•	 Wordlist-based	Comparison	of	Integrity	of	Commitments: Each 
device then computes a word phrase that represents the 
hash -- we use the PGP word phrase which results in 
a representation that encodes 24 bits of the hash. If no 
phrase matches, the user selects “no match” and sends 
the “wrong” nonce Nwi along with Hm’i to enable verifica-
tion to the server. This case is also triggered if the user se-
lects the wrong word phrase. This approach cryptographi-
cally authenticates the “no match” message from the com-
mitment Ci and thus prevents injection of the wrong nonce 

•	 Distribution	and	Verification	of	Data	Decryption	Key: Once the 
secret group key K is established, the devices then pro-
ceed to send their final match nonce Nmi (which serves as 
the data decryption key) to the group, encrypted with K.

•	 Decryption	of	Data	and	User	Acquisition: In the end, each de-
vice decrypts and verifies the correctness of Nmi, and fi-
nally uses Nmi to decrypt the data Di. 

architectural features
SafeSlinger provides several convenient and useful features 
based on its design.

•	 Fast,	Consistent,	Wireless	Communication: We currently target 
Android and iPhone devices, with an effort to make design 
decisions compatible with future implementations for other 
platforms (e.g., Windows Phones). Unfortunately, today’s 
platforms do not offer consistent support for 802.11 ad-hoc 
mode or seamless creation of a base station to enable oth-
er devices to connect to them. Bluetooth communication 
is also inconvenient because of the slow discovery phase 
and the inability of iPhones to communicate with non-Ap-
ple devices (excepting headsets). NFC is not yet widely de-
ployed, and such communication does not scale beyond 
pairwise communication. As a consequence, we use In-
ternet-based communication, where all the mobile devices 
connect to a cloud server. This approach has the addition-
al advantage that no latency for device discovery is experi-
enced, as the devices can simply send packets to the serv-
er via IP.

•	 Scale: Though the current technical limit for our protocols 
and implementation is much greater than 9 users, it is un-
clear that there is much value in scaling even this far due 
to human limitations. We concentrate our presentation on 
groups of up to 9 users, leaving it as an open question 
whether there is a need for protocols that scale further. As 
SafeSlinger protocol fails to complete if only a single per-
son miscounts, we set the threshold at 9 users. Asking us-
ers to count the number of participants rules out several 
attacks.

•	 Grouping: When mobile devices initially connect to the 
server, the server does not know which devices belong to 
the same group. It is a challenging problem for the serv-
er to determine the grouping, especially if several concur-
rent exchanges are ongoing. We employ the following ap-
proach that does not leak any sensitive information to the 
untrusted cloud server. The server assigns a unique ID to 
each mobile device, which it displays to its user. The de-
vices prompt the users to find and enter the lowest ID. The 
devices then send that ID back to the server, which can 
thus perform the grouping. Note that the actual grouping is 
not security-sensitive, as an intruder can only cause deni-
al of service. 

•	 Confidentiality	During	Data	Exchange:	All exchanged data is 
encrypted and the actual encryption key KD and initializa-
tion vector IVD are derived from the 160-bit “match” nonce 
Nmi. Contact data integrity is achieved through verification 
of the commitment Ci, hence, no additional Message Au-
thentication Code (MAC) is needed. Since we can validate 
Nmi based on the commitment Hmi, no additional MAC val-
ue is needed to ensure integrity and authenticity for that 
encryption.

•	 Word	Phrase	Verification: In SafeSlinger, the word phrase 
is constructed from the first 24 bits of the 160 bit SHA-1 

by an adversary. Later, users correctly selected the match-
ing word phrase, and the device reveals the pair of values 
indicating success (Hmi, Hwi), which the server redistrib-
utes to other devices.

•	 Group	DH	Key	Establishment: Each device can verify that all 
the users selected the correct word phrase and the devic-
es proceed to construct the group DH tree. The ordering 
in the tree is determined by the sorted order of the unique 
IDs ID*. Since the group DH protocol we use is intricate, we 
omit the details for enhanced readability.

Figure 1. Multi-value commitment structure for User Ui . Ci , HNi , Hm’i , Hwi , 
Hmi , Nmi , are 160-bit values; Gi is 512 bits, and Di varies in length. Each 
arrow imples SHA-1 hash operations.



SafeSlinger: Easy-to-Use and Secure Public-Key Exchange

www.hakin9.org/en 35

hash. We use the standard PGP approach for converting 
a 24-bit value into 3 words. PGP uses two word lists -- an 
“even” and “odd” list -- with 256 words each. Based on the 
standard PGP approach, the first 8 bits select a word in 
the “even” list, the second 8 bits select a word in the “odd” 
list, and the final 8 bits select another word from the “even” 
list. We discourage careless comparison by displaying two 
unique (across all devices in the exchange) decoy phrases 
in addition to the common phrase.

•	 Word	Phrase	Collision	Avoidance: Although unlikely, the words 
in a decoy phrase may match the words in a decoy phrase 
on another device, causing the user to select the decoy 
phrase which results in an error detected by the local de-
vice. We want to avoid true randomness in the decoy 
phrases so that careless users will not chose the wrong 
phrase if the actual hash phrase and either of the decoy 
phrases contain the same word in the same position. We 
thus chose our decoy phrases deterministically such that 
each decoy word will be unique across all decoy phrases 
displayed in the group.

•	 Address	Book	Key	Management: We rely heavily on the mo-
bile operating systems’ contact list facilities to manage us-
ers’ contact data and public keys. It is convenient to store 
users’ public key data in a recognizable field in the smart-
phone’s address book, so that any existing synchronization 
service will seamlessly maintain backups. We realize this 
functionality by adding the name and value (base-64 en-
coded public key) of a new instant messaging (IM) provid-
er to the contact list. 

applied Key exchange
We have implemented SafeSlinger as a base API library on both 
Android and Apple iOS platforms. In the future, any third-party 
application for either platform may link against or execute the 
key exchange (with its GUI). 

Cryptographic operations are computed using the operating 
system-provided libraries for Android and iOS, with the addi-
tion of open source OpenSSL libraries for Apple iOS. Figure 
2 shows the information flow between multiple devices during 
execution of the key exchange, outlined as follows. 

• 3rd-party app generates a public/private key pair. 
• 3rd-party app inserts its public key in the device’s contact 

list. 
• 3rd-party app invokes the key exchange API, specifying the 

appropriate contact list entries (with the name of the public 
key(s) to exchange). 

• During the SafeSlinger key exchange protocol, multiple 
messages are exchanged between devices via our serv-
er, and validated independently by each device. 

• The newly received (and authenticated) public key(s) and 
contact data are saved in the device’s contact list. 

• 3rd-party applications may now make use of newly import-
ed public keys from the contact list. 

applications
We have implemented secure rich messaging for Android and 
iOS. Secure information and shared public keys via Key Ex-
change are used to encrypt and authenticate text messages 
and file data. When SafeSlinger has been installed, it generates 
an RSA 2048-bit key pair first. The application then obtains a 
Google Android C2DM Push token or an Urban Airship token 
for addressing the Android or iOS devices. 

During a SafeSlinger information exchange, the push to-
kens of all group members are exchanged and imported into 
the address book alongside the public keys.

Some interesting potential uses for SafeSlinger are:
 

• Secure Text Messages: Separate corporations which al-
ready manage internal employees, each with a large PKI, 
who want to share sensitive materials, do not have to 
choose one internal PKI to use, as SafeSlinger Messag-
ing can bridge the gap between large but separate existing 
PKIs. 

• Secure File Transfer: Hospitals that want to remotely share 
test results or imaging data with their doctors or patients, 
can do so confidentially through a SafeSlinger secure file 
exchange on the patient’s phone. 

Secure introductions
A future implementation could leverage our secure file transfer 
mechanism to enable secure introductions. A common friend 
of two users sends contact data that includes public keys, to 
each other. More concretely, consider Alice with two friends: 
Bob and Carol. Alice has performed a SafeSlinger exchange 
with both Bob on one occasion, and with Carol on another, and 
has thus received an authentic SafeSlinger public keys for both 
Bob and Carol. Likewise, both Bob and Carol have Alice’s au-
thentic SafeSlinger public key. In a secure introduction, Alice 
first encodes Bob’s contact information (which includes Bob’s 
SafeSlinger public key and Push token) as a custom vCard and 
uses an OpenPGP message format to provide secrecy and au-
thenticity. Alice then sends this message via SafeSlinger to Bob. 
Hence, Bob can validate that the information indeed originates 
from Alice, whom he trusts not to send bogus information. Analo-

Figure 2. SafeSlinger keyexchange API interactions with 3rd-party 
applications.
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gously, Carols trusts Bob’s information received from Alice. Now 
that Bob and Carol have each other’s public keys and push to-
kens, they can use SafeSlinger to securely communicate.

Summary
To realize the vision of secure online communication, we need 
to overcome several human challenges: some users are am-
bivalent about security or privacy, most users lack security ex-
pertise, and many users prefer convenience over security and 
may not want to expend much effort for security. To counteract 
these challenges, we designed SafeSlinger as an easy-to-use 
application that offers many benefits to drive usage. 

 We have released our SafeSlinger application both for Android 
and iOS devices with the intention to provide a free and easy-to-
use system that enables secure communication. Through free 
multi-platform applications available on smartphone markets, 
open documentation, and open-source code, we anticipate wide 
adoption of SafeSlinger. Assuming wide adoption, we hope to 
provide usable and secure communication for the masses, and  
a security platform that will enable numerous security services 
and applications. A more detailed technical white paper1 can be 
found at our website2, and our applications can be installed from 
the Google Play Store and iTunes App Store.
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Introduction
Based on what the attacker knows about the target we can 
divide the attacks into several categories: 

•	 attacks	where	the	attacker	does	not	know	anything	about	
the target, 

•	 attacks	where	the	design	of	the	target	system	is	known,	
•	 attacks	 where	 implementation	 of	 the	 target	 system	 is	

known or
•	 attacks	where	details	about	the	implementation	and	envi-

ronment	specific	details	are	known	(such	as	software	and	
hardware	equipment,	services	topology,	etc.).

Some	systems	rely	on	obscurity	as	a	defense	mechanism	and	
this	is	where	the	first	class	of	attacks	belongs.	In	general	this	
is	not	a	good	tactic,	especially	in	cryptography.	Modern	crypto-
graphic	systems	are	designed	with	a	premise	that	the	internals	
of	the	system	are	known	to	the	attacker.	The	reason	is	that	it	is	
really	hard	to	keep	secret	about	the	design	of	a	system,	as	at-
tacker	can	usually	reverse	engineer	the	system	easily.	Several	
examples	support	this	design	principle.	Among	the	others	the	
most	known	failure	was	design	of	DVD	CSS	algorithm	used	for	
DVD	protection.	This	algorithm	was	broken	by	Jon	Lech	Jo-
hansen	who	was	only	16	year	old	at	the	time.
Attacking	the	system	design	is	mostly	a	theoretic	task,	but	break-

ing	 it,	has	severe	consequences	 to	 the	system	and	 its	practical	
use.	In	cryptography	these	types	of	attack	are	mostly	algorithmic	
attacks	 and	 are	 of	 course	 implementation	 independent.	 There-
fore	when	a	practical	algorithmic	attack	on	cryptographic	system	
is	 found	the	system	needs	to	be	replaced	where	applicable.	An	
example	of	such	an	attack	would	be	design	flaws	in	WEP	[1]	that	
lead	to	WPA/WPA2	rollout	or	flaws	found	in	MD5	hash	algorithm	
[2]	that	lead	to	global	hash	algorithm	change	in	X.509	certificates.

The	third	class	of	attacks	is	implementation	specific	and	in	
general	can	be	“easily”	patched.	However	 the	patching	pos-
sibilities	may	vary	depending	on	the	system’s	characteristics.	
For	example	it	is	easier	to	patch	a	network	connected	server	
operating	system	vulnerability,	but	it	is	much	harder	to	patch	
an	offline	embedded	system.
An	example	of	implementation	specific	flaw	would	be	the	in-

famous	Debian	cryptographic	random	number	generator	flaw	
that	allowed	the	attacker	to	brute-force	a	private	cryptographic	
key	generated	on	a	Debian	server	 [3]	easily.	The	 issue	was	
that	the	key-space	used	for	generating	the	private	keys	was	
reduced	less	than	300K	keys	due	the	bug	in	the	random	num-
ber	generator.	PRNG	was	incorrectly	seeded	by	process	IDs	
ranging	 from	0	 to	32767	providing	not	enough	seed	entropy	
(only	15	bit)	for	generating	the	private	keys.	
Finally	attacks,	where	special	hardware	or	software	equip-

ment	 is	known	 to	 the	attacker	are	applicable	only	 in	special	
situations.	On	 the	other	 hand	attacker	 has	most	 knowledge	
about	the	targeted	system,	thus	he	can	exploit	system	in	sev-
eral	ways.	An	example	of	implementation	and	environment	de-
pendent	attack	on	a	system	is	a	side	channel	attack.

Side channel attacks
Side	channel	attack	 is	an	attack	where	attacker	 infers	valu-
able	information	by	observing	the	system’s	behavior.	In	general	
side	channel	attack	analyses	leaked	information	with	regards	
to	hardware,	software,	implementation	and	design	specifics	of	
the	targeted	system.	
Side	 channel	 attacks	 can	 be	 either	 passive	 or	 active.	 In	 

a	passive	side	channel	attack	 the	 targeted	system	 leaks	 in-
formation	within	the	ordinary	communication	and	the	attacker	
deduces	the	results	only	by	observing	the	system.	In	an	active	
side	channel	attack	 the	attacker	can	actively	manipulate	 the	

OvervIew Of SIde 
channel  
and tImIng attackS 
Attacking a system is a tradeoff between the attacker’s possibilities and gains and 
be-tween the difficulty of an attack. The article will focus on special techniques 
that attacker can use to gain valuable information only by observing the system. 
Though these types of attack are not easy to execute, the attacker can gain a lot. 
These attacks can be used to subvert a system that is secure under a commonly 
accepted threat model. A system can be secure in theory, but the at-tacker can 
subvert the system’s defense by exploiting the vulnerabilities that were either not 
included in the threat model or emerged during the implementation phase.

martIn rublIk
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Cryptology is an ancient field of study, with its origins going 
at least back to the era before Christ. However, where-
as encryption for centuries dealt with transformations of 

symbols from natural languages, the invention of the computer 
introduced a more important symbol set as the basis for cryp-
tology, the set {0, 1}.

Furthermore, with the use of binary symbols and the un-
derlying environment for transforming messages becoming 
the computer and the networks to which computers were at-
tached, new problems arose that eventually realized the fa-
mous quote from Robert Frost cited above. And so cryptology 
has faced its diverging paths, and one might say that the road 
has not yet been chosen, and may never do so.

In order to describe this dichotomy between two differing 
approaches that we will define as symmetric and asymmet-
ric cryptography, it will be necessary to review the techniques 
developed over centuries and why in certain instances they 
have failed to provide solutions in the context of modern-day 
communications.

The first two millennia of symmetric cryptography
Historically, most encryption systems have been based either on 
the concept of substitution, or of transposition, or both.

Substitution
One of the earliest known cryptosystems is usually referred 
to as the Caesar shift, after Julius Caesar [1].  The technique 
Caesar shift uses is a simple substitution of the symbols used 
in communication. For simplification, let us suppose that we 
are encrypting a message (called the plaintext) that uses the 
26 symbols from our Roman alphabet. In order to encrypt, we 
will write the letters in order, and then advance them by a fixed 
number of positions in the alphabet, understanding that the 
letter following Z will be A, and so on. Thus the letters of the al-
phabet in the encryption will be substituted by the correspond-
ing letter shifted the chosen number of positions, leading to an 
encrypted message or ciphertext. For example, if the number 
of positions shifted is eight, the correspondence and hence 
the substitution will be the following:

THE DICHOTOMY 
OF SYMMETRIC 
VS ASYMMETRIC 
CRYPTOGRAPHY

In this article we will describe a fundamental dilemma in the 
world of cryptography, because of significant differences in the 
two types of cryptography in use today. The concept of symmetric 
cryptography is at least as old as Julius Caesar, and has been the only 
approach throughout history until the last generation. Asymmetric 
cryptography was only conceived in the 1970s, but it solves certain 
problems that cannot be addressed in the symmetric mode. Yet 
asymmetric cryptography introduces difficulties of its own. The 
challenge of resolving these two approaches at the algorithmic level 
is wide open.

WAYNE PATTERSON
Two roads diverged in a yellow wood,

And sorry I could not travel both …

Robert Frost, “The Road Not Taken”, 1920.
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This attack enables decryption of blocks without attacking 
the encryption key. Compared to classical cryptanalysis 
techniques, the amount of computation and trial and er-

ror attempts are very reasonable. These properties may render 
this attack very efficient against SSL-like protocols; however to-
day’s protocols’ configuration have a great impact on this attack.

This attack exploits properties of different components 
which are often implemented in communication protocols:

•	 A	characteristic	of	the	CBC	operating	mode	and	weak	pad-
ding types,

•	 An	inherent	property	of	the	“MAC	then	Encrypt”	philosophy,
•	 Error	messages	produced	at	a	decryption	error	event.

“MAC then Encrypt” philosophy
The	“MAC	then	Encrypt”	philosophy	consist	in	computing	some	
integrity check value on data to be sent before the ciphering pro-
cess. This is a widely adopted process but the reverse process 
“Encrypt	then	MAC”	is	more	relevant	in	term	of	security	because	
information leakage will occur potentially less easily.

Figure 1. “MAC then Encrypt” encryption process

The reverse process takes place in the reverse order, thus 
the validity of the padding scheme is checked before data in-
tegrity.

Figure 2. common “MAC then Encrypt” decryption process

As	a	consequence,	potential	error	messages	may	be	pro-
duced at different stages. In particular integrity check require 
more resources to be computed than the padding scheme to 
be controlled. This holds even more if the data integrity is en-
sured by a strong cryptographic function. This remark is an 
entry point to perform a timing attack. The attack exposed by 
the researchers consists in exploiting the possibility to differ-
entiate padding errors and integrity check failures.

Error messages
When this problem has been discussed between people from 
OpenSSL	team	and	security	researchers	of	EPFL	to	implement	

TiMing ATTACk 
AgAinsT ThE CBC 
opErATing ModE

Early 2000, a really nice job has been performed by the EPFL Security 
and Cryptography Laboratory to study the security of the TLS/SSL 
protocol. In 2001 and 2002, Serge Vaudenay started to warn the 
scientific community on security flaws induced by the CBC padding 
in various security protocols (ref 1 & 2). In 2003, a practical attack has 
been implemented in a joint work with some of his students and 
collaborators (ref 3). The CRYPTO’03 presentation provides a clear 
explanation of the process and description of the limits.

MATThiEu BonTrond
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Crypto-designers’ aim is that the underlying system of 
equations is not solvable faster than exhaustive key 
search. In general, solving a random multivariate sys-

tem of equations is NP-hard [11]. However, in most cryptograph-
ic schemes, their rich algebraic and geometric properties can be 
further exploited to solve the underlying system.

In this article, we provide an introduction to algebraic crypta-
nalysis and we describe how this 2-step process can be con-
sidered as an automated cryptanalytic process. Such attacks 
have been a big success for stream ciphers, however for block 
ciphers, until recently, only a limited number of rounds could 
be broken. In the last section we present a key recovery alge-
braic attack for 4 rounds of the Russian government standard 
block cipher GOST [7] given 2 known pairs of plaintexts and 
ciphertexts [13].

Keywords – Cryptanalysis, algebraic attack, NP-hard, Mul-
tivariate System, Algebraic Normal Form (ANF), Conjunctive 
Normal Form (CNF), Multivariate Quadratic (MQ), SAT, GOST 
block cipher

Introduction 
Cryptanalysis of block-ciphers is divided into two main classes; 
the structural attacks and the inversion or generic attacks. 
Structural attacks exploit the particularities of a cipher due to its 
design and the specific properties of its underlying components. 
Generic attacks are form of black-box attacks and are general 
purpose algorithms that solve multivariate systems of equations. 
If we manage to solve this very complex system of equations 
and obtain the secret key , then we launched a successful al-
gebraic attack against the system. Algebraic attacks apply to 
a variety of ciphers, ranging from blockciphers, like AES and 
Serpent [2], to stream-ciphers, like Toyocrypt [9] and Bluetooth 
[8], and asymmetric cryptosystems, like HFE [10].

Algebraic Cryptanalysis is a subfield of cryptanalysis, whose 
success relies on the fact that some block ciphers exhibit  
a high degree of algebraic and geometric structure. It is a known- 
plaintext attack and consists of the following two steps:

Step 1: (MODELLING)
Express the cipher operations as a multivariate system of poly-
nomial equations over  or any other algebraic system in terms 
of key  plaintext  and ciphertext  bits.

,where  are functions describing cipher’s operations.
Then substitute all known pairs  in order to decrease the 

complexity of the system by eliminating some variables, re-
sulting in equations involving only bits of the secret key  For 
example if we are given one known pair  and we can form  
equations in the key bits , then given another pair we obtain  
equations in the key bits , increasing the probability that the 
system can be solved. We assume that the encryption is ex-
ecuted under the same key  for the given pairs.

 
Step 2: (SOLVING) 
Solve the underlying multivariate system of polynomials and 
obtain the secret key.

The idea of algebraic cryptanalysis is not new. Shannon in 
his paper ”Communication theory of secrecy systems”, states 
that ”Breaking a good cipher should require as much as 
solving a system of simultaneous equations in a large 
number of unknowns of a complex type”,[1].

In general, solving a random multivariate system of equa-
tions is known to be NP-hard and thus it is not surprising that 
all ciphers can be expressed into a system of polynomial 
equations [11]. That does not imply at all that these systems 
are solvable faster than exhaustive key search. However, not 
all the multivariate systems are NP-hard and especially in the 
area of cryptography some algebraic or geometric properties 
of the ciphers can be further exploited in order to solve the 
underlying system of equations.

Design of Systems:  Cryptosystems which are designed 
based on the computational hardness of solving a random 
multivariate system of equations in finite fields are called Mul-

AutomAted 
AlgebrAIc 
cryptAnAlysIs
Abstract – Algebraic attack is a form of known-plaintext attack and 
consists of two basic steps. Firstly, one converts the given cryptographic 
primitive into a multivariate system of polynomial equations usually 
over  or any other algebraic system and then tries to solve for the secret 
key. The first step is called modelling while the second step solving.

theodosIs mourouzIs
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Side-channel attacks versus theoretical attacks
According to the traditional principles of cryptography, many ex-
perts would consider the Advanced Encryption Standard (AES) 
block cipher, or its Chinese equivalent, SMS-4 to be broken if 
someone found a statistical attack that could recover a 128-bit 
key using less than 2128 encryptions. Although theoretically bro-
ken, the running time of an attack with complexity 2120 encryp-
tions is infeasible and the attack could never be completed.

But with access to the cryptographic device, and the ability 
to precisely inject a single fault into the block cipher chip using 
a laser, more than 100 bits of the SMS-4 block cipher master 
key can be easily recovered using just a handful of ciphertexts 
[1]. The remaining bits of the key can be efficiently guessed.

 This style of attack, differential fault analysis, is an active 
side-channel attack, in which the attacker manipulates the 
state of the cryptographic device in order to derive the side 
channel information. The assumptions for this style of attack 
are very strong – it is possible that someone who stands in 
front of the device with the ability to manipulate it so precisely 
is able to read the key directly from its memory.  Unless the 
fault is only transient, the attack is probably detectable.

It is much more difficult to detect passive side-channel at-
tacks, in which the attacker does not affect the device, but 
uses additional information – such as noise, timing, electro-
magnetic signals – in addition to the stream of intercepted ci-
phertext.

Because of the power of this class of attacks, side-channel 
attacks have recently become a hot topic. Many types of side-
channel attack require considerable technical knowledge of 
the implementation platform, and the details of the attack will 
vary according to the platform.  The topic of this article, timing 
attacks, mostly allows potential vulnerabilities to be detected 
during the design process, and algorithm designers can do 
much to alleviate the vulnerability of their algorithms at the 
design stage.

Timing attacks
Timing attacks are passive attacks. The side-channel for timing 
attacks is the difference in the amount of time that it takes to 
execute different operations or blocks of operations. On some 
machines, the speed with which a primitive operation can be 
completed might differ according to the value of the operand.  

CaChe-Timing aTTaCkS 
on SymmeTriC 
CrypTographiC 
primiTiveS
Many attacks on cryptographic algorithms target flaws in the 
algorithm designs.  The flaws can be exploited by intercepting 
ciphertext, and measuring whether it has statistical biases. From the 
biases, the attacker assigns probabilities to the different potential 
keys that generate the ciphertext.  Although common in academic 
literature, this type of attack rarely is practical, since it requires very 
large amounts of ciphertext generated under a single key. Side-
channel attacks consider both the design and implementation of 
an algorithm.  Side-channel leakage is additional information that 
allows the complexity of an attack to be reduced significantly.  Cache 
timing attacks, t a-c

miChael WiSher
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Introduction
In a letter to Max Born written in 1926 [Born, 1969], Albert Ein-
stein remarked: “Quantum mechanics is certainly imposing. But 
an inner voice tells me that this is not yet the real thing. The 
theory says a lot, but does not bring us any closer to the se-
crets of the Old One. I, at any rate, am convinced that He is not 
playing dice.” This quote, particularly the last part about God 
not playing dice, indicates Einstein’s unwillingness to accept 
a fundamental tenet of quantum theory: with regards to values of 
physical quantities, only statistical assertions can be permitted. 
Indeed, Einstein and some other prominent scientists were also 

inclined towards the more classical view of the world in which 
physical systems could be ascribed properties that existed ir-
respective of whether they were being measured or not [EPR, 
1935]. It was thus believed by some that quantum mechanics 
could not provide a complete description of Nature. 

Fast forward to the next century, and with principles of quan-
tum mechanics having been verified in innumerable different 
experiments, it seems that the earlier view of those scientists 
was incorrect. Nonetheless, due to its bizarre nature and 
ideas, quantum mechanics still confounds anyone who tries 
to understand it. But thankfully, that hasn’t stopped us from 

TImIng aTTacks on 
pracTIcal quanTum 
crypTographIc 
sysTems
With photons being the only available candidates for long-distance 
quantum communication, most quantum cryptographic devices 
are physically realized as optical systems that operate a security 
protocol based on the laws of quantum mechanics. But to finally 
yield a stream of bits (secret key) usable for encryption, a quantum-
to-classical transition is required. Synchronization of electronic & 
optoelectronic components involved in such tasks thus becomes 
a necessary and important step. However, it also opens up the 
possibility of timing-based loopholes and attacks. 

nITIn JaIn

Figure 1. Fundamental scenario for cryptography: Two entities, normally called Alice and Bob wish to share a secret which a third party, usually called 
Eve (who usually also harbours some malicious intent) is also interested in knowing.
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•	 Full-color,	easy	to	use	touch	screen	user	interface	(UI)
•	 High-quality	 duplication	 of	 damaged	hard	 disks	without	

connection	to	a	PC	(stand-alone	mode)
•	 Maximum	possible	imaging	and	wiping	speed

Thus,	we	strived	to	make	the	process	of	testing,	duplicating,	
or	erasing	of	any	HDD	very	easy	and	straight-forward	for	our	
users.	As	a	result,	Atola	Bandura	was	specifically	designed	as	
a	high-speed	and	easy-to-use	imager.	 It’s	 like	a	Swiss	army	
knife	that	includes	many	additional	features	(disk	diagnostics,	
checksum	calculation,	disk	comparison,	bad	sector	repair,	HPA/
DCO,	etc.).

How much time did you spend on designing? Did you have 
any specific difficulties?
In	general,	 the	period	from	idea	conceptualization	to	delivery	
took	about	eighteen	months.	Our	team	that	developed	the	first	
edition	of	Atola	Bandura	consisted	of	two	hardware	engineers,	
two	software	developers,	and	two	quality	assurance	engineers.

AtolA BAndurA: 
SuperfASt ImAger, 
WIper, And teSter

Vitaliy Mokosiy is the lead Atola Bandura developer. He is an expert 
in the development of HDD tools for data recovery and forensics. 
Vitaliy kindly agreed to share some information about Atola Bandura 
with dearly beloved readers: its history, development, opportunities, 
and advantages in discovering the tool’s value.

VItAlIY moKoSIY

An interview with Vitaliy mokosiy, the Atola Bandura 
project manager and head developer

is the Atola Bandura project manager and architect. He has been working in Atola Technology as 
an expert in software development of HDD tools for data recovery and forensics since 2008. Vi-
taliy is also known as the project manager of Atola Disk Recycler and as the lead software deve-
loper of Atola Insight. His success in all projects is a mix of more than nine years of .NET and Java 
development experience and team management capabilities.
LinkedIn profile: http://www.linkedin.com/in/vitaliymokosiy

What is the history of Atola Bandura? What made you de-
cide on its development? Who are the main developers?
As	for	me,	the	development	process	of	Atola	Bandura	itself	was	
extremely	exciting.	During	the	process,	 I	encountered	lots	of	
interesting	things,	starting	from	idea	conceptualization	to	our	
first	market	delivery.
The	great	success	of	Atola	Insight	project	lead	by	Dmitry	Pos-

trigan	has	brought	us	to	designing	a	new	and	innovative	system.	
We	expected	Bandura	to	possess	the	following	features:
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