


		Accessing Instruments via the LAN/HPIB Gateway





    This document provides some information about how to access 


    one or more instruments connected to the HPIB end of a LAN-HPIB


    gateway.  It shows how applications such as VEE, RMB/UX, or C


    can share that resource without running into bottlenecks or


    deadlock situations.  In addition, it documents likely error conditions


    and troubleshooting procedures.





    General Information  


    ---------------------------


    The main benefit of the E2050 LAN-HPIB gateway is that it


    provides remote access over a network (LAN) to one or more HPIB


    instruments.  Using the standard TCP/IP protocol, one or more 


    controllers can gain access to these instruments over the E2050.


    The terminology used for such a configuration is that of a LAN-


    Server for the E2050 and LAN-Client for the controllers.   More 


    precisely, the LAN-Clients are applications such as RMB/UX, HPBW,


    VEE or C programs which submit I/O requests to the server.  





    In some cases, the role of LAN-Server can be performed by a


    properly configured PC or S700 workstation.





    With this simple definition, one can imagine a configuration that


    looks like this:





    +--------+     LAN                                HPIB   +--------+


    | Ctlr_1 | <---------                          --------> | Inst_1 |


    +--------+           \                        /          +--------+


    +--------+            \                      /           +--------+


    | Ctlr_2 | <---------  \                    /  --------> | Inst_2 |


    +--------+           \  \                  /  /          +--------+


                          \  \__+-------+_____/  /


    ...                    \____|       |_______/                  ...


    ...                     ____| E2050 |_______                   ...


                           /    +-------+       \


    +--------+            /                      \           +--------+


    | Ctlr_n | <---------                          --------> | Inst_m |


    +--------+                                               +--------+





    The depicted configuration allows for more than one controller


    accessing the same instrument, as well as one controller talking to 


    more than one instrument.  However everyone knows from the 


    early days of HPIB that two controllers talking to the same


    instrument can quickly cause a deadlock or -at the very least-


    change the state of the instrument, and although the controllers (or


    applications) are talking to the E2050 and not directly to the 


    instruments, similar problems may arise.





    There are several mechanisms that have been implemented to help 


    the user control access and avoid deadlocks.  For example, 





        - at the instrument level, the HPIB standard provides functions


          like REMOTE, LOCAL, and LOCAL LOCKOUT, which can be


          used to limit access to the front panel, or 


        - at the gateway level, the E2050 can restrict access to certain


          IP's in a certain subnet, or 


        - at the application level, the user can configure the HPIB 


          interface for exclusive use with operations like "LOCK


          INTERFACE" in VEE or "AUTOLOCK" in RMB/UX.








    Unfortunately, these are only partial answers to the problem of


    sharing  instruments, and to this date, there is no generally 


    accepted way to do this.  However, the problem of sharing a


    resource has been long known in the computer community and


    methods (semaphores, locks, etc.) have been devised for its 


    solution.  





    This document provides some guidelines on how to use the


    mechanisms listed above, so that applications can successfully


    perform I/O in a networked environment.


    


    


    Allowing access to LAN-Clients


    --------------------------------------------





    The first mechanism to control access to the instruments connected


    to the HPIB port of a E2050 LAN-HPIB gateway resides in the 


    gateway itself.  As a "network gateway", the E2050 has the 


    capability to allow access to ALL or a limited number of IP 


    addresses.  


    


    Once a E2050 has been added to the LAN, the administrator of the


    gateway can review and set the gateway's parameters.  A list of


    these parameters can be obtained by telnetting into the E2050 and 


    entering the "config" command, e.g.








�






	$ telnet hpislro2


	Connected to hpislro2.lvld.hp.com.





	Escape character is '^]'.


	Welcome to the E2050A LAN/HP-IB Gateway configuration


        utility.





	Commands


	?                Show additional commands


	exit, quit       Exit WITHOUT saving configuration changes


	reboot           Save configuration changes and restart


	status           Show the LAN/HP-IB Gateway connection status





	Configuration Parameters


	hostname:        hpislro2        # Internet domain name 


	hardware-addr:   0800091A0E7B    # Ethernet station address 


	ip:              15.11.29.186    # Internet Protocol address 


	default-gw:      15.11.24.1      # Default subnet gateway IP address 


	subnet-mask:     255.255.248.0   # Network subnet mask 


	syslog-svr:      15.11.29.175    # Syslog server IP address 


	bootp:           ON              # Obtain config via BOOTP/TFTP 


	lan-timeout:     0               # LAN connect timeout in seconds 


	io-timeout:      120             # Server I/O timeout in seconds 


	allow:           *               # IP allow list 


	


	hpib-address:    21              # HP-IB System Controller Address 


	hpib-name:       hpib            # HP-IB interface symbolic name 


	hpib-unit:       7               # HP-IB logical unit number 


	> Local flow control off











    In this example, the field "allow:   *" means that "everyone" is


    allowed, that is, any LAN-client in the network can access the 


    gateway's HPIB interface.  If one wanted to restrict the access to 


    only one client, whose IP address is 15.11.29.69, one would 


    execute the commands:





	> allow: 15.11.29.69


	> reboot 


	....








    If one has access to the E2050, one can use "telnet" from and 


    HP-UX workstation.  On PC's, "Telnet" can be found in the


    Microsoft TCP_IP-32 program group, among others.





    There are two other parameters of interest here.  The "lan-timeout"


    and the "io-timeout".  The lan-timeout, which by default is set to 0


    (infinite) is used to monitor the activity of the connections.  For 


    example, if you change the value to 120 seconds, a LAN-Client


    connection that has not shown any activity in 120 seconds will be 


   dropped.





    The io-timeout is important to the LAN-Client, because -when 


    overrun- it indicates that the LAN-Server is not responding and the 


    application can take some measures.








    Avoiding access errors


    ----------------------





    If an application, for example a VEE program tries to read a 


    measurement from an instrument connected to the E2050 at the 


    same time that another application, say RMB, is downloading a


    waveform from another instrument in the same E2050, the VEE


    program is likely to stop with a "Interface Locked" error because


    the gateway will lock the interface on behalf of RMB while the


    waveform is downloaded.





    A similar problem can happen if a C and SICL program tries to


    gather data from the same instrument that a VEE program is 


    accessing.  The C program may abort with "Error: Locked by 


    another user".





    Fortunately, all these applications RMB, VEE, and C can use a


    feature provided by SICL to lock and unlock the HPIB interface.


    The following example shows how to use these lock/unlock 


    mechanisms.





    The example has this configuration:





    RMB/UX 7.11 				HP 54502 Scope at SC=7


    C           ----  E2050 Gateway  ----	VXI - E1406 at SC 9 


    VEE/UX 3.21                                      - E1411 at 3


                                                             - E1460 at 14





    In this scenario, the following RMB program will configure the


    scope and download a waveform, which will be plotted in the


    RMB/UX window.  The default behavior of RMB is to wait for


    ever on ENTER/OUTPUT operations, so no timeout limits are


    used in this program; if the interface is busy, RMB will simply 


    wait.  However, to avoid intrusions while accessing the scope,


    the interface is locked and unlocked around short pieces of the


    program by writing to the HPIB pseudo-register 255 (see lines


    107 and 175):





�






    100   ! re-save "wav_ex1711"


    102   CLEAR SCREEN


    103   PRINT "              Timing test for reading and plotting a waveform"


    104   PRINT 


    106   ASSIGN @Scp TO 1507


    107   CONTROL 15,255;1                         ! lock HPIB interface


    110   CLEAR @Scp                               ! clear instrument


    120   OUTPUT @Scp;"AUTOSCALE"                  ! set autoscale


    130   OUTPUT @Scp;"DIG CHANNEL1"               ! store CHAN1 display to WMEM1


    140   OUTPUT @Scp;"SYSTEM:HEADER OFF;:EOI ON"  ! strip off header


    150   OUTPUT @Scp;"WAVEFORM:SOURCE CHANNEL1;FORMAT WORD"


    160   OUTPUT @Scp;"WAVEFORM:DATA?"             ! send command to read WF


    170   ENTER @Scp USING "#,2A,8D";Header$,Bytes ! read length bytes


    175   CONTROL 15,255;0                         ! unlock HPIB interface


    180   PRINT "Header: ",Header$


    190   PRINT "# Bytes: ",Bytes


    200   Length=Bytes


    210   Length=Length/2


    220   ALLOCATE INTEGER Waveform(1:Length)


    221   T1=TIMEDATE


    222   CONTROL 15,255;1                         ! lock HPIB interface


    230   ENTER @Scp USING "#,W";Waveform(*)       ! enter waveform to array


    240   ENTER @Scp USING "-K,B";End$             ! enter terminator


    250   DIM Preamble$[200]


    260   OUTPUT @Scp;":WAV:PREAMBLE?"             ! output preamble


    270   ENTER @Scp USING "-K";Preamble$          ! read it back


    280   OUTPUT @Scp;":WAV:SOURCE WMEMORY4"       ! change source to WMEM4


    290   OUTPUT @Scp USING "#,K";":WAVEFORM:PREAMBLE ";Preamble$


    300   OUTPUT @Scp USING "#,K";":WAVEFORM:DATA #800001000"  ! send header


    310   OUTPUT @Scp USING "W";Waveform(*)        ! send waveform to WMEM4


    320   OUTPUT @Scp;"BLANK CHANNEL1;VIEW WMEMORY4"


    325   CONTROL 15,255;0                         ! unlock HPIB interface


    330   Delta=(MAX(Waveform(*))-MIN(Waveform(*)))/2


    340   VIEWPORT 20,120,20,80


    350   FRAME


    360   WINDOW 1,Length,MIN(Waveform(*))-Delta,MAX(Waveform(*))+Delta


    370   LINE TYPE 3


    380   GRID 20,MAX(Waveform(*))/20


    390   LINE TYPE 1


    400   MOVE 1,Waveform(1)


    410   FOR I=1 TO Length


    420       DRAW I,Waveform(I)


    430   NEXT I


    431   T2=TIMEDATE


    432   PRINT 


    434   PRINT "Time required to read and plot waveform: ";T2-T1;" secs"


    440   PRINT "Done"


    450   END





    In order for RMB/UX to recognize the HPIB interface on the E2050,


    the following interface mapping command is needed in the user's


    ".rmbrc" file:





    1040  !  INTERFACE 15= "lan[hpislro2]:hpib"; NORMAL  # in gateway 





�






    The C program -shown below- will be reading "for ever" channels


    100-103 from the multiplexer.  Note the use of the "isetlockwait ()"


     routine, which allows the program to wait if the interface is


     currently locked (this program doesn’t do any locking).  The length


     of the wait is still controlled by the timeout value specified in


     "itimeout ()".








    /* hpibdev2.c


       This example is the same as "hpibdev.c" (to read of a E1411 / E1460),


       except that goes through a gateway. Abort with Ctrl-C


    */


    #include <sicl.h>


    #include <stdio.h>





    void err_handler (INST id, int error) 


    {


      fprintf (stderr, "Error: %s\n", igeterrstr (error));


      exit (1);


    }





    main()


    {


      INST dvm;


      INST sw;





      double res;


      int i;


      long *tval;





      /* Print message and terminate on error */


      ionerror (err_handler);





      /* Open the multimeter and switch sessions*/


      dvm = iopen ("lan[hpislro2]:hpib,9,3");


      sw = iopen ("lan[hpislro2]:hpib,9,14");





      itimeout (dvm, 10000);		/* set 10 seconds timeout */


      itimeout (sw, 10000);





      isetlockwait (dvm, 1); 		/* wait, if resource locked */


      isetlockwait (sw, 1);





      /*Set up trigger*/


      iprintf (sw, "TRIG:SOUR BUS\n");





      /*Set up scan list*/


      iprintf (sw,"SCAN (@100:103)\n");


      iprintf (sw,"INIT\n");





      while (1)


      {


      for (i=0;i<=4;i++)


      {


        /* Take a measurement */


        iprintf (dvm,"MEAS:VOLT:DC?\n");





        /* Read the results */


        iscanf (dvm,"%lf",&res);





        /* Print the results */


        printf ("Reading #%d = %f\n",i,res);


  


        /*Trigger to close channel*/


        iprintf (sw, "TRIG\n");


      }


      sleep (2);


      }





      /* Close the multimeter and switch sessions */


      iclose (dvm);


      iclose (sw);


    }





	


    Finally, the VEE program will be taking a reading from the E1411


    voltmeter every second "for ever".  To avoid being disturbed by 


    another LAN-Client, the VEE program tries to lock the HPIB


    interface using a "Interface Op's" object with a "EXECUTE LOCK


    INTERFACE" transaction before it makes a measurement, and


    unlock afterwards with a matching "EXECUTE UNLOCK 


    INTERFACE".  However, some error recovery is necessary to handle


    the case when the lock acquisition fails.  The following VEE


    diagram depicts this:











          |         +--------+ 


          v         |        |


    +----------+    |   +----------+


    |          |    |   |  Delay   |                             +-------+


    |          +----+   |----------|--+                          |       |


    | Until Bk |        |    1     |  |                          v       |


    +----------+        +----------+  |                       +------+   |


                           +----------+                       | Next |   |


                           |                                  +------+   | 


                           v                                             |


    +----------------------------------------------+  +----------------+ |


    |  |  Interface Op's: hpib7 on hpislro2 @ 7 |  |  |  If/Then/Else  | |


    |--+----------------------------------------+--|  |----------------| |


    |   | EXECUTE LOCK INTERFACE               |Err|--|A | A==814 |Then|-+


    |   |                                      |   |  |  |        |Else|


    +----------------------------------------------+  +----------------+


                           |


    +----------------------------------------------+


    |  |     E1411 (hpe1411 @ 7 on hpislro2)    |  |


    |--+----------------------------------------+--|


    |   |                                      |   |-------> display


    |   |                                      |   |


    +----------------------------------------------+


                           |


    +----------------------------------------------+


    |  |  Interface Op's: hpib7 on hpislro2 @ 7 |  |


    |--+----------------------------------------+--|


    |   | EXECUTE UNLOCK INTERFACE             |   |


    |   |                                      |   |


    +----------------------------------------------+








�









    Checking the connections


   ----------- -------------------------


    Once the three programs above are set to run, it is possible to


    watch the current state of their connection via the E2050 gateway.


    To do this, telnet into the E2050 and execute a "status" command,


    e.g.





    > status


    Server ID  Client IP Addr  Client ID  Sess Operation Lock Device/Intf


    ---------- --------------- ---------- ---- --------- ---- -----------


    0x2002391c 15.11.29.175          3789    5                hpib,9,14


                                             4                hpib,9,3


    0x200234ec 15.11.29.69          29811    2 LOCK           7


                                             1                7


    0x200232d4 15.11.29.175          3207    3           INTF hpib





    For example, this shows that the C program (ID 3789) has two


    sessions open, the VEE program (ID 29811) has two sessions open,


    one of which is locked, and RMB has one session open (the ID's


    can be identified using "ps -ef").











    Using the instruments


   --------- ---------------------


    Once the application has gained access to the instrument over the 


    gateway's HPIB, it needs to make sure the instrument is in a known


    state.  In theory, one can use LEARN STRINGS to read and set the 


    state of an instrument, but in practice, only a small percentage of


    all instruments implement LEARN STRINGS. 





    For this reason, the common practice before using an instrument is 


    for the application to execute a "*RST" and a "*CLR" operations


    prior to setting it in the desired configuration.








    Conclusion


    ---------------


    Using HPIB instruments connected to the LAN-HPIB gateway has


    obvious benefits such as the sharing of HW and the overcoming the


    length limitation (20 mts.) of the HPIB spec.  Applications wishing


    to take advantage of these benefits would be wise to use locking


    mechanisms and ensure to set the desired state in their programs.











