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synchronous trans-

A fer mode (ATM) de-

signers work harder

than ever to meet to-

day’s short sched-

ules for ASICs, boards and sub-

system design. To ease their

load, significant improvements

can be made in debug and verifi-

cation by using more efficient
test tools,

Neither protocol test equip-
ment, focusing on serial stan-
dards, nor traditional general-
purpose tools, such as data
generators and logic analyzers,
provides the required cell-stimu-
lating and analyzing capabilities
for the parallel standard called
Utopia. Self-built tools aren't the
answer: they create additional
cost and work load for the design
team and typically are in the criti-
cal path of the project schedules,

Here, three examples of ATM
design verification show the re-
quirements for a new kind of test
equipment,

The figure shows a block dia-
gram of an ATM switch that usu-
ally consists of the concurrently
designed main blocks: the physi-

cal interface, ATM layer block
and switch fabric. Inside the
switch, two important changes
happen to the ATM cells: first,
the serial cells are paralleled to &
or 16 bits by the physical layer
and from there transferred over
proprietary or Utopia (for Univer-
sal Test and Operation PHY In-
terface) parallel interfaces. Sec-
ond, to make switching effective,
the ATM layer adds routing in-
formation to the cell before pass-
ing it to the switch fabric. The
routing information is removed
by the system after the cell is
routed through the switch fabric.
This means that the switch fabric
runs at a slightly higher clock
rate than the serial line rate divid-
ed by the multiplexed ratio.

To meet timelines, the indi-
vidual blocks are typically de-
signed by different groups (con-
current engineering), which
must provide their components
on time and meet defined quali-
ty goals before system integra-
tion begins. Defined quality
means to achieve the overall
performance and Quality of Ser-
vice for the complete system.
This is measured by full func-
tional system test.

The ATM Forum has estab-
lished Utopia as an 8- or 16-bit
wide parallel interface between
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chips or boards within communi-
cation designs. Boards or chips
from different design groups or
vendors that follow this standard
can be easily integrated. Today,
practically all available commer-
cial ATM chips or modules (e.g.,
Line Interfaces) claim to be
Utopia compatible,

In proprietary designs, the
standard is often used as a basis
for the proprietary interface be-

tween the ATM layer and
switch fabric. The data transfer
is achieved by handshake sig-
nals, which indicate availability
of cells. While Utopia Level 1
connects a single ATM layer de-
vice (master device) with one
PHY device (slave device), the
increasingly popular Utopia
Level 2 interface can handle up
to 31 physical layer or line inter-
face devices simultaneously

(MultiPHY). This means that
larger-scale integration can be
used in the design to minimize
chip count and the physical
space needed for the design is
decreased.

For Level 2, the ATM layer
must poll and select an individual
physical layer device for cell
transfers. The Utopia standard,
especially for Level 2, specifies
signal behavior for several situa-
tions. The process of polling and
selection is efficient and is per-
formed simultaneously with data
transfer. The assigmment for the
next cell transfer is performed
before the current cell data trans
fer is completed. As a conse-
quence, signaling is complex
and the verification of Utopia sig-
naling is an additional step in the
design verification process. The
most efficient way to verify per-
formance is to use dedicated test
equipment to functionally test all
implemented Utopia modes.

The most critical parameter
for Quality of Service and overall
performance of an ATM switch
is the time needed for cells Lo
pass through the switch. Ac-
cording to the ATM Forum'’s
“Cell Transit Delay” and “Cell
Transit Delay Variation,” the
transit delay must be short as
Contmued on page 62
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well as constant within certain
limits. This must hold true un-
der various traffic conditions oc-
curring in the real world. Proper
design, performance evaluation
and functional verification of the
switch fabric block, before sys-
tem integration, is key to reach-
ing the design goal and shorten-
ing the design cycle.

To verify the transit delay and
the delay variation of the switch
fabric, it is necessary to stimu-
late the system with cells that
contain a routing tag and a time
stamp stored in the cell payload.
QOn the receive side, the time
stamp must be analyzed to calcu-
late transit delay and delay varia-
tion. The measurement must be
performed in real time to allow
realistic application measure-
ment intervals from milliseconds
(e.g., raw data transfer) up to
several hours (e.g., video). Also,
traffic loads from constant bit
rate (CBR) up to variable bit rate
(VBR) are needed to represent
real-world conditions and to find
the real corner cases of the de-
sign. Deterministic traffic gener-
ation allows for repeatable test
setup and results.

Verifying an ATM layer block
at the system level is difficult and
often results in delayed sched-
ules. Trying to verify the layer
prior to system integration is
also difficult unless the appropri-
ate tools are available. The chal-
lenge is to control the number of
fueues and buffers under test so
that each may be stressed indi-
vidually or in tandem. This is ac-
complished by loading the se-
lected buffers and shaping the
traffic in a manner approximat-
ing worst-case, real-world condi-
tions. The functionality of the
ATM layer requires testing of all
the cell and traffic manipula-
tions, such as:

» routing header generation
and insertion;

* palicing of the cell stream;

» OAM (operation and main-
tenance) cell insertion and de-
tection;

» cell discarding in case of
overload, and

» traffic shaping.

If design verification and
problem analysis on the cell
level is done first, smooth sys-
tem integration and develop-
ment of higher-level software
can be achieved. With design
verification, problems are rec-
ognized and solutions achieved
sooner, leading to early confi-
dence that the ATM block will
work in the system. Flexible
cell generation and analysis at
the parallel interface (Utopia)
is required for debug.

More detail

Two measurement problems, cell
tagging and cell discarding, are
discussed in more detail. Before
tagging the cell with the routing
information, the ATM layer ana-
Iyzes the cell header VPI/VCI to
find the right routing information
from its Jook-up table. Proper op-
eration of the hardware and the
lower-level device drivers control
ling the look-up table are key to
system integration. To check
proper operation of the table,
multiple accesses to the same
VPI/VCI must be interspersed
with accesses to other addresses.
The table should be tried from all
zeroes to all ones. Several thou-
sand different VP1/VCI combina-
tions are required for an appropri-
ate characterization. In addition,
some cells with invalid VPI/VCI
must be inserted, in a controlled
manner, to check for correct han-
dling of error conditions. On the
receive side, cells must be ac-
quired and checked to ensure the
correct routing tag was added.

To discard cells, the ATM lay-
er block must monitor the traffic
and react in a prescribed manner
when given traffic contracts are
violated. The first step in dis-
carding cells is to change the
celHoss priority bit (CLP) of the
ATM header, Then, the cells are
discarded. To change the CLP
and to discard cells, traffic must
be stimulated in a deterministic
way. Traffic is increased to the
point at which the device will be-
gin making CLP changes or dis-

settings to corner cases. Corner
cases are difficult to control and
force in an ATM system, but
appear randomly in live traffic.

Different techniques are
used to distribute data within lo-
cal access systems. The local ac-
cess network system interfaces
with a serial standard—e.g., 155
Mbits/second optical—to the
public network that connects to
the service provider. The access
network ends inside the set-top
box at a parallel cell interface,

LOCAL-ACCESS NETWORK SYSTEM RELIES ON QUALITY OF SERVICE
Noneorruptad dala must be guargmteed upsiream and down
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carding cells. Controlled cell
bursts are used to see if cell
buffering works correctly. On
the receive side, the cells of im-
portance must be extracted from
the stream of received cells and
counted over time. This deter-
mines the ratio of changed/un-
changed CLP bits.

Both examples show the
benefit of stimulating and ana-
lyzing the ATM block with a
deterministic sequence of cells
and a controlled traffic profile
sent to the ATM layer block.
Stimulating and analyzing the
ATM block provides an effec-
tive and controlled way to veri-
fv your design, from relaxed

recommended by Davic as the
AQ interface.

The difficulty again is to
achieve Quality of Service within
this system. Noncorrupted data
must be guaranteed downstream
(service provider to the home),
as well as upstream (home to ser-
vice provider).

Quality loss

Data corruption will decrease
the quality of all services, e.g.,
video and audio quality, at the
end-user location. The design-
er’s goal is to make the distrib-

In this asymmetrical system, it is
mandatory to characterize trans-
mission quality for bath the up-
stream and downstream paths.
The industry has picked up a
unit for measuring the quality of
data transmission: the Bit Error
Rate (BER)—the ratio of corrupt-
ed bits vs. all bits transferred. Itis
generally agreed that Quality of
Service can be achieved when the
BER is below a certain level (typi-
cally 1019), The measurement is
performed by putting a continu-
ous ITU specified sequence of
Pseudo Random Data (PRBS)
into the serial port and analyzing
it at the other end of the access
system, usually at the parallel in-
terface. The PRBS has to be
mapped to and extracted from
the payload of the ATM cells,
Here again, the Utopia interface
is the standard for the parallel cell
interfaces within the set-top box.
Most test solutions used in
the semiconductor industry and
at network equipment manufac-
turers are built by the design
teams. For example, in semicon-
ductors large test boards with
FPGAs are placed around the
DUT. The FPGAs are self-pro-
grammed to handle the cell
stimulus and acquisition at the
parallel interface. This is a time-
consuming task and potentially
compromising. When designers
build their own test equipment,
major compromises regarding
functionality, usability and main-
tainability are often made.
However, major manufactur-
ers of test equipment are now ad-
dressing this problem. Parallel
cell traffic generators are be-
lieved to achieve over 30 percent
savings in verification time when
compared with self-built tools.
For more information and

uted system robustenougirto
perform against the large num-
ber of interference mechanisms.

dpplication notes on parallel
cell traffic generators, access:
hitp.//www-ewrape.hp.com/dot.



