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High Power Microwaves (HPM) 
Theme 

This symposium was selected by the Panel in response to the new NATO strategies and technology needs, and in accordance 
with the technology issues identified by the AASC. Close coordination with the AGARD Avionics Panel resulted in the 
choice of this subject. In addition, cooperation with another NATO body working in the field of HPM (the DRG) resulted in 
co-chairmanship of this Symposium. 

EMC-related problems are of increasing concern to the military community, due to both the major role of sophisticated 
electronics in systems, and to the diversity of radiating devices. Unwanted disturbances of military systems have thus 
sometimes been experienced. Furthermore, very high peak power generators operating at microwave frequencies are already 
available in the laboratory and the possible development of microwave weapons has to be considered. 

Some of the related topics are already documented, and so an extrapolation of available results may only be needed: such is 
the case for the coupling mechanisms of an incident pulse to a target, which at low frequencies is a classical NEMP (Nuclear 
Electro-magnetic Pulse) related problem. 

On the other hand, specific aspects have also to be accounted for, like the peak power handling capability of transmission 
lines, antennas, and of the atmosphere. 

The symposium identified the state-of-the-art in these rapidly changing areas. 

Topics covered: 

- High Peak Power Generators 
- Transmission Line and Antenna Peak Power Handling 
- Atmospheric Microwave Breakdown 
- Target Coupling Mechanisms 
- Components and Subsystems Vulnerability 
- Hardening Against HPM 
- Test Facilities 

Les micro-ondes de forte puissance (MFP) 
Th6me 

Le thbme du symposium a CtC choisi par le Panel pour rCpondre aux nouvelles stratCgies de I'OTAN et aux besoins 
technologiques tels qu'exprimCs par I'AASC. 

Le choix du sujet rCsulte d'un travail de coordination Ctroite men6 avec le Panel d'avionique. En outre, le Panel a coopCrC 
avec un autre organisme de I'OTAN, le Groupe sur la Recherche pour la DCfense (le GRD), travaillant dans le domaine des 
micro-ondes de forte puissance, ce qui a eu pour resultat la co-prisidence de ce symposium. 

Les problbmes liCs B la compatibilit6 ClectromagnCtique EMC sont considCrCs de plus en plus comme un sujet d'inquiktude 
d'une part par la communautC militaire, et d'autre part, en raison du r61e prCpondCrant de I'Clectronique sophistiquC au niveau 
des systbmes et de la diversite des dispositifs rayonnants. Ainsi, certains systbmes militaires ont parfois subi des perturbations 
non pr6vues. En outre, des ginirations B puissance de crete trbs Clevie fonctionnant B des hyperfrequences sont dCjB 
disponibles au niveau des laboratoires et il faut en tenir compte pour de possibles dCveloppements d'armes hyperfr6quence. 

Un certain nombre de ces sujets ont dCjB CtC trait& et nous n'avons besoin que d'une extrapolation des rksultats disponibles: 
tel est le cas pour les mecanismes de couplage pour une impulsion frappant une cible, ce qui, B base frCquence, est un 
problbme classique liC au NEMP (impulsion ClectromagnCtique nuclCaire). 

D'autre part, il faut Cgalement tenir compte de certains aspects spCcifiques tels que la capacitC d'acheminement de la 
puissance de crete sur des lignes de transmission, des antennes et de I'atmosph&re. 

Le symposium a dCfini 1'Ctat de I'art dans ces domaines en Cvolution constante. 

Sujets trait&: 

- les gCnCrateurs B puissance de crete ClevCe 
- la capacitC d'acheminement B puissance de crCte des lignes de transmission et des antennes 
- les micanismes de couplage de cible 
- la vulnCrabilitC des pikces et des sous-systkmes 
- le durcissement contre les hyperfrequences B haute puissance 
- les installations d'essais 
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Preface 

The last 40 years has seen an unprecedented and unparalleled growth in the development and use of electronics. Associated 
with this has been an increase in concerns over electromagnetic compatibility (EMC), and this has led to a corresponding 
growth in legislation to maintain standards, as well as in the test facilities to licence hardware of all types, from aircraft 
control systems to consumer electronics. 

The use of electronics in military systems has paralleled that in the consumer industry, even though the leadtimes to get 
systems and subsystems into service are much longer. If anything the problems of EMC were realised earlier, and strenuous 
efforts have been and continue to be made to counter not only the EMC problem, but also to harden against the threat from 
nuclear EMP and lightning, as well as the more directed threats from our own or other EW systems. 

Why, therefore, has the subject of High Power Microwaves come to such prominence over the last few years. There are 
possibly three factors which contribute to this, namely: 

evidence (some qualitative; some quantified) that these waveforms can affect electronically rich systems 

the increase in the use of electronics in mission critical application, in both weapons and weapon platforms 

the developments in HPM source technology which have seen major reductions in size as well as increases in 
efficiency 

In isolation these could be considered as merely extra data points for consideration. However taken together this may be 
considered to indicate a potential for the development of new offensive systems which could be used to affect the 
performance of weapon systems. 

The question to be answered is whether these systems are the "golden bullet" - methods of attack which are applicable to a 
wide range if not all weapon systems and platforms, or whether they are applicable to only classes of weapons, or in the 
minimal case are only effective against single systems. The question of whether they could be cost-effectively deployed 
remains as an additional and vital issue. 

Much work remains to be carried out, and groups such as the NATO AC243 Panel I ,  RSGl are taking the first steps 
internationally to address these issues; this symposium was another major step. It brought together the current state of the art 
in the major technologies which have a direct bearing on the current situation, and will stand as a reference point in the 
understanding and development of these technologies. 

This symposium was jointly sponsored by AGARD and the Defence Research Group (DRG) of NATO. These proceedings 
are also published by DRG as Act243 (Panel 1)  TPl4, Vol. I (unclassified) and Vol. I1 (classified). 

Dr. P.W. Reip 
Chairman NATO AC243 Panel I RSG 1 
WX2 Electronic Warfare Division 
DRA Fort Hrrlstead, Sevenoaks, Kent, TN13 2AL, UK 
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PRESENT AND FUTURE TRENDS IN HIGH POWER GENERATION 

Rob M.E.M. van Heijstcr 

I'liysics and Electronics Laboratory TNO 
P.O. Box 96864 

2509 JG The Hague 

The Netherlands (1) 

Jan M. Schouten 

Naval Electronics and Optics Establisl~~nent 
P.O. Box 1260 

2340 RG Oegstgeest 
Tlie Ncllierlands (2) 

1. SUMMARY 
Modern warfare requires high levels of ~nicrowave power for 
various applications. Selniconductors are only suitable for low 

and lnediuln power levels, for high power generation 
microwave tubes are still tlie most effective solution. 

The feasibility of high power levels is mainly dependent on 
technology. Tlie topics arc given helow: 
- Tube type 
- Tube design 

- Electron beam 
- Efficiency & cooling 

- Operating voltage. 
- Energy storage 

Tlie reliability require~nents are strongly related to the modes of 
operation. 

Tube dcsigns, production teclinic~ues and m;~intcnance greatly 

determine tube reliability. Good power supply design can 

strongly increase tube re1i;tbility and hence system reliability. 
New power supply topologies also necessitate protection 

systems for the tube to run under liigli powcr conditions. 

Tlie procwe~nent costs, the limited lifetime of the tube and the 

necessaly maintenance are tlie ~naili cost-drivers. Tube design 
and efficient maintenance procedures will increase tlie lifetime 
of the tube. Tlie build-in test equipment of the power supply 

will reduce ~nainte~iance costs. 

New cathodes and higher efficiencies will ;illow for higlicr 
output power. Reliability and lifetime will he increased by new 

technologies and "smart" power supplies, the latter ;tlso heing 
responsible for decreasing ~naintenance costs. 

2. ABBREVIATIONS 
The ahhrcviations used throughout tlic text are explained in this 

section. 

BIST 
CFA 
CW 

EC 
EM1 
EOL 

EW 
FE A 
HV 
HVPS 
MEOB 
MPM 
MTRF 
MTTF 
MTTR 

OE 
OP 
RSG 

TNO 

Build-in Self Test 

Cross Field A~nplifier, a tube type family. 
Continuous Wave 
European Community 
Electro Magnetic Interference 
End Of Live 

Electronic Warfare 

Finite Element Analysis 
Higli Voltage 
Higli Voltage Power Supply 
Naval Electronics and Optics Establislilnent 
Microwave Power Module 
Mean Time Between Failure 
Mean Time To Failure 

Mean Time To Repair 
Operational Envelop 

Operation I'oint 
Research Study Group 

Netherlands Organization for applied scientific 

research 

TNO-FEL TNO Physics and Electronics Laboratory 

TWT Travelling Wave Tube, a tube type. 

3. 1NTROI)UCTION 
Motfcrn ~lrrrfi~rc' rrqrrir~s l~i~ylr 1 ~ 1 ~ ~ 1 s  of n~icrowo~le ~ I O M J P ~  for 
vririorrs ripplicrrtions. Scnricondrrctors crrr o~zly srritcrhle for b w  
orzd nrc~tiirrnr powrr lrvrls, for /rig11 power gerzerntio~z 
nricrc~~~cr~~c, trrbcs crrc, t he, nrost c.SJi,cti~lc, solrrtion. Tlzc prrprr will 

(1) ~~b van ~ ~ i j ~ ~ ~ ~  is project at  TNO ~~~~~~i~~ and Modern warfare requires high levels of microwave power, often 

~ l ~ ~ ~ ~ ~ ~ i ~  ~~b~~~~~~~ (TNO-FEL), H~ is c~lairlnan of in combination with wide bandwidth and high duty cycles. For 

RSG-19 on "Micro- and ~ni l l i~neter  wave tubes". Inany years, tlie generation of high power levels was the domain 

of inicrowave tubes, such as: Magnetrons, Klystrons, CFA's and 
(2) Jan Scl io~~ten is deputy head of tlic RADAR and EW TWTs, 

depart~nent of the Naval Electronics and Optics 

Establish~nent (MEOB) of the Royal Netherlands Navy. 
He is also a Inember of KSG-19. 

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)" 
held in Ottawa, Canada 2-5 May 1994. 



111 the past years, the reliability of tlie ~nicrowavc tubes and tlie 
related power supplies proved to be limited. High ~naintenance 
cost and the vulnerability to single point f:~ilures accelerated the 
design of solid state I-cplace~nents in the 70's. The dcsign of new 
tube technology and HVPSs (High Voltage I'ower Supply) 
ceased. 

The developme~it of high power solid state amplifiers in D, E 
and F band amplifiers started. The designers made use of 

medium power anlplifiers, called books, the power of which 
was combined. This made the solid state amplifier very reliable 

and user friendly. 
The design of solid st:~te microwave amplifiers had to rely on: 
- The develop~nent of the co~nbiner. 

The design of co~nbiners, specially tlie Wilkinson 
combiner proved to he very successful. The bandwidtll, 
combining losses and power Iiandli~ig were wcll 
predictable and tlie production method wcll within the 
present technology. 

- The availability of transistors. 
Tlie development of high frequency high power 

transistors slowed down. Tlie expected 200 to 400 W 
transistor was only met in tlie D-band. For the other bands 

the power stoppcd at 150 W (E/F band) to 5 W (J-band). 
The large quantities of transistors required in tlie high 
power amplifiers brought the price of tlie amplifiers out of 
the range of many users. 

Tlie interest in tlic use of ~nicrowavc tubes returned. Syste~n 
designers took full advantage of: 
- Tlie develop~nent and studies in scand:ite ci~tliodcs; 
- Tlie use of dedicated cathode-types in specific tuhes; 
- Improved brazing technology and tube processi~ig; 
- Increased understandi~ig of the operational mse by the 

manufacturer; 
- The fine tuning of the HVPS, tlie protection circuits and 

R.F. circuits to the tube. 

Within NATO, KSG-19 is assigned to develop a new standard 
for tlie reliability of high power ~nicrowavc tubes. 

For the assessment of 111e various reliability ;~spccts of tubes and 
their HVI'S the concept of tlie (I)E (Opcra~ional Envelop) is a 
useful tool. It also helps to adept the feasibility of tube and 
HVPS concepts. 

This paper will first address the concept of the OE. Feasibility. 
reliability and cost-cffcctiveness are the three aspects that will 
be covered next. 

4. OPERATIONAL ENVELOP 
To model all various aspects o f '  tube reliability, RSG-19 
introduced tlie "operational envelop" concept. Tluee definitions 

will clarify this concept: 
- Operation point (OP): 

Any co~nbination of voltages and currents (temperatures, 
shock, vibration etc. may also be included) that is applied 
to tlie tube or is present on the HVPS. 

- Valid operation point: 
Any OP that tlie tube or HVPS can handle for prolonged 

time (tlie specified lifetime). 
Valid OPs are often subject to time constraints, their 

validity is restricted to a given pulse width and/or duty 
cycle. 

- Operational envelop : 
The boundary of the set of all valid OPs. 

As long as the tube is operated within the OE, the stress factors 

are within the limits and the (well designed) tube will exhibit a 
good reliability. 

During switch-on, the tube will run under a number of OPs, 

varying from "all voltages zero" to the chosen OP. All OPs 
should be within tlie OE. 

Energy handling 
Tubes 

Fig. 1. 0per:itionnl envelop with valid and invalid start-up 
curve. 

An example is given in fig. 1. A given tube can handle 100 % 
energy at 10 kV, due to beam defocussing tlie energy handling 
capacity is decreased for other voltages. This leads to the show11 
OE. Two switch-on curves are given. One clearly has OPs 
outside the OE, so it is an invalid start-up curve. The other 
re~nains within tlie OE, giving a valid start-up. 



5. FEASIBILITY 
Tlzc firrsibility of lriglr poulrr lrlicls is nrciitll~ ofc~~)e17tlrnt on 

tccllnology. Tlw topi(:.s NI.C gil~rtz be low^: 
- T L I ~ C  type 

Tl l r  reqrrirc~nro~trfs for  collrrc~ncy, stabilit~j orrtl bnnhvioltlt 

nlcrinly dcfcrnritic tllc nrost srritrrhlr trrhr type crt?tf l~ rncc  

tlze mcucinrunl obtcrrnrrbl~ p n ~ k  power 

- Tube de~ ign  

NEW lube dC'~lgnJ (lnd production ~L ' ( ' / ~ IZ I~ /N (~S  N ~ ~ O W  for 

higher po~~o l r  l c~vc l~ .  Tlzrce aspcct~ rrolrrrrr orrr ~ p r r r a l  

(iflention: 

- Elcrtron becrnr 

T11c clrcfron berrnl converts DC 1,on)cr to RF pou~c~r 

Tlle ~br l r t y  to goicrate nnd f o o . r r ~  Iriiqll cnrr'qy 

e~ecfron bo'nnr~ 15 of nt(ljo! I I IJIIICIIC~~ on fllc I?OMIPY 

kvo.1 t11crt ccrn bc nchre~~cd. W r  ~ ~ 1 1 1  firrrs on nlotfcrn 

critl~ooir drsi'ytz (rnd cotlrotfe nrotrr.icrls fo irri~csfi~qrrlc~ 

/U)MJ ~ / I C  bcmnl cr~rrcrzl ccrn bc ino-rc,ciscol. 

- EfJicic~rzcy & cool in^ 
Incrcming systcnl efficiolcy (~ l lou~s  for ntorr or11/)111 

power (11 tlzc srlnnrc level of ofissii~crtc~d 11o~rt. Ilcltrr. 

cooling inrplics a higllcr l c~ l r l  of crllo~~rrblc 

dissi/,otion crnd l~cncc. orrt/~irt po~~er . .  

- O~>erfEtin,~ 1,oltagc. 

Highrr ol,c.rc~ting ~~oltcrgc~s itiuccrso~ orrtl~rrl ponjrr, 

l m u ~ c ~ ~ c r ~  t11c.y nlso incrcrrsr tile cl~ctror7 ~~cloci ty  nnd 

lzencc ro~/rrirc rr nrrrjor cl~otrgc in trrl~t. tlcsigtr. Tlris 

linlits tho. opcrnting ~~oll( i ,qe in bcin%q rr tool lo 

incrcclsr orrtplrl pou~n-. 

- Encrgy storcrgc7 

High peak pou1rr lcvels rcyrrirr lrrrgo, ctro,rgy .storn~qr untf 

ccrr4sc, due to first sw~itcl~ing, l~ ig l l  lcvcls of Elrctro 

Mcrgnc.tic Irrtc~rfirerzcc (EMI) .  Modern trclrtiir/rrcs to storr 

and control energy, rrnder both opcrntiottcil (inti cJrror 

conditions, wi l l  be crdofrc~ssrof. 

The systeln specification is the technical translation of the 
operational requirement. This specification dictates the class of 
tube and the technology to be used in the tube. 111 this pnragmpli 
the tube type, design. power supply and interface will bc 
discussed. 

5.1 Tube type 
The tube class is driven hy: 
1 Frequency and bandwidth; 

This determines the use of a TWT, klystron or magnetron 
etc.. For a wide frequency band, up to ? octaves, a TWT 
will be the best choice. For a limited bandwidth but 
tuneable over a 4 to 5 % bandwidth, a klystron is a good 
choice. A lnagnetron will be the best alternative for up to 
3 % bandwidth. 

2 Power output; 
For the power output and the related duty cycle a TWT 
and klystron is capable of delivering ~ n e d i u ~ n  peak powcrs 
(200 kW) with duty cycles up to 20%). The use of a 
~nagnetron will give high peak powers (1 MW) bul low 
duty cycles up to 1%). 

3 Stability; 
Stability in a tube depends strongly on the power supply 
of the system. For stable, good AM and PM noise figures 
<-100dBcmz the TWT and klystron is the best choice. 
For a magnetron special measures have to be taken in a 
coherent systeln, -60 dRc/Hz can be reached. 

4 Reliability; 
The reliability of the three tube classes mentioned above 

depends on the stress that is applied to the tube. This will 
be discussed further in paragraph 6. 

An overview is given in table 1. 

Freq. tuning 

Bandwidth 

Peak power 
Duty cycle 
Coherency 
AM,TM noise 
in dBc/Hz 
Stability 

Reliability 

1 TWT 

External 
SOLIrCe 

Octave(s) 

Mediuln 
Up to CW 
Excellent 

<- 100 
Depending 

on 
external 
source 

20.000 hrs 

Klystron 

External C 
source 

Tuneable 
W.1. 

Mediuln 
Up to CW 
Excellent 

<-I10 
Depending 

011 

external 
source 

20.000 hrs 

Magnetron 

Fixed/ 
tuned 

Tuneable 
S.1. 

High 
1% max. 
Poor 

<-60 
0.2% 

3.000 hrs 

Table 1, Overview tube types 
w.r. = wide range, > 3 %,. 
s.r. = s~nall range, < 3 YO. 

5.2 Tube design 
The systeln application plays a ~najor  role in the design of a 
high power tube. It dictates the materials and the constructions 
to be applied to the tube. Each application has its own specific 
design restrains. A search radar will be operational during a 
long period of time. A tracking and illu~nination radar will be 

used during a short period of time only. EW systems are active 
over short periods and are in a Standby [node for a long period. 
This is also the case with fire control and illulnination radars 
whose reliability must be very high upon activation. Systems 
that are in standby for long periods, often exhibit arcing. Due to 
the long standby hours, ions may be collected around the 
cathode and the evaporation of barium oxide out of the cathode 
may pollute the ceramics and grid structure. Applying the HV 
(High Voltage) to the tube an arc may be induced by those 
effects. Failure will cause extreme danger to the platform on 
which the radar and/or EW is mounted. 

111 co~n~nunication systems the operational use is different from 
the earlier mentioned systelns. The tube is in the operational 
mode for long periods of time. The ions produced are collected 
by the heam and the evaporation of barium oxide is less due to 
the beam cooling of the cathode surface and the equal 
temperature over the gun parts. During the design of the cathode 



special measures on, cathode ~naterial, oxide, B or M type 
cathode, grid and ther~nal stress and st:lhllity have to be taken. 

The platform that carries the system will dictate the ~nechanical 
stress applied to the tube. Land-based systems do not show high 
shock and vibration levels. Missile applications show high 
levels of shock, vibration and acceleration during the start. 
Fighter airplanes will shock and vibrate over a long period of 
time. Tubes on board ships will see low frecluency vibrations 
over long periods of time. The three described situations all 
require special attention to the construction of the different parts 
in a tube. Restrictiolis apply to design also. In missile and 
fighter applications thc weight of the t ~ ~ b e  and its power supply 
will be limited while for land-based and shipborne applicatio~is 
the weight is less stringent. This i~nplicatcs that the tube 
designer has to be aware of the platfor~n on which the tube will 
be used. Finite Ele~nent Analysis (FEA) proves a valuahle 
instru~nent here. It allows the tuhe designer to predict the 
~nechanical strength of his design and to si~nulnte the impact of 
various sti~nulations. 

The second part of this paragraph will focus o n  future strategies 

and techniques to cope with the above-mentioned prohle~ns. 

5.2.1 Strategy 

Future trends will focus on an increasing use of computer aided 
design. Libraries of tuhe parts (e.g. cathodes, RF-structures etc.) 
will be built up. A new tube will he designed by using the 
library-parts. More atlention will he paid to the tuhe parts 
during their design, since they can he used in many tuhe 
designs. This will result in thorough FEA and thcrehy good 
mechanical strength, in good electric figurcs, in high reliability 
and in as s i~nple as possible ~nanufacturing. The ~nanufacturer 
can easy adapt a given tube design Lo specific user 
require~ncnts. 

The users will tend to apply standard tube typcs and HVPS. The 
~nanufacturers can produce larger quantities of these standasd 
products at lower costs. This allows for the application of Inany 
tubes, mini-tubes or M'Ms (Microwave Power Module) in a 
high power amplifier to increase output powcr. 

5.2.2 Catlloclc. 
Tube develop~nent will benefit from improved cathode design. 
Higher current densities and longer lifetimes arc required. The 
develop~nent of coatings for the cathode, to lower the work 
function, are under investigation. Scandate proves to be very 
successful. Research is still required as the understanding of the 
physics is still not fully understood. A new develop~nent is the 
Field Emission Cathodc Array (see fig. 2). High current 
densities can he reached in a medium vacuum environ~nent. 
Figures of 40 to 400 A per square centimeter are attainable in a 
vacuum of 1.10-6 torr. Heaters are not required for this type of 
cathodes. TaSi? is a hasic ~naterial for this type of cathodes. The 
limitation is the short life of the cathode. This is due to the 
relative fast deterioration of the tips in the TaSi2 array. Further 
research using other materials and alloys are proceeding. 

Fig. 2, Field Emission Cathode Array. 

5.2.3 Cool i~rg 
The cooling of the tube has a major effect on the power 
handling of the tube. By efficient cooling of the R.F. structure, 
the power handling can be i~nproved by at least 3 db. There are 

three distinctive groups of R.F. structure: Helix, Coupled Cavity 

and Ring Bar. In the coupled cavity and ring bar tubes the 

cooling of the structure is limited by the surface area of the 
structure. In tlie helix tube the heat transfer frorn the structure is 
limited by the heat resistance of the isolation ~naterial between 
the helix and tlie body. In general Berylliu~n Oxide or 
Alu~niniu~n Oxide is used. The use of diamond rods is under 
investigation, which promises a reduction of the heat resistance 
by a factor of 4. FEA proves a valuable instrument here. It 
allows the tuhe designer to predict the thermal behaviour of his 
design and to simulate the impact of various ther!nal stimuli. 

5.2.1 Focrrssi~~g 
Higher efficiency and improved focussing will reduce the 
energy absorhed in the RF-structure of the tube. Stronger and 
more reliahle magnets, such as Sa~nar iu~n  Cobalt magnets, are 
key elements. Due to the reduced thermal load of the RF- 
structure, the tube output powcr can be increased. 

5.2.5 Strrrctrrre 
The use of special plastic ~nandrills for ~nanufacturing the RF- 
structures are investigated. This technology make use of a 
~nandrill on  which ~naterial, such as copper, is electroforrned 
thcrehy crcating the RF-structure. The ~nandrill is etched out of 
the structure and the RF-structure remains. Due to the limited 
amount of hrazing high accuracy and high yield can be reached 
by this technique. It will also reduce the RF-losses in the 
structure and i~nprove the R.F. efficiency. 

5.2.6 M i c r o ~ l c ~ v c  P o ~ v r  Mot l r lk~ 
Hybrid technology co~nhines the best of two worlds, the high 
power of the ~nicrowave vacuum tuhe and the gain of the solid 
state amplifier. To increase power (gain) of a tube higher 
electron velocities are requised. This implies an increase of the 
operating voltage of the tube. There are a number of 
disadvantages. Higher voltages will add extra difficulties to the 
design and reliability of the power supply and increase the 
co~nplexity of the design and production of the tube. In solid 



state liiglier gains are available. By combining the gain of the 
solid state amplifier and the power ou~put of tlic tube a cost 
effective solution can be found. Tlie low gain of tlie tube will 
reduce the high voltages of tlie tube. When the HVPS is added 

to tlic co~nbination of tuhe and solid statc amplifier tlie MPM is 
obtained. Tlie MPM lias tlie advantage of no external HV 
connection and no complex wiring, only three connections have 

to be made: input, oulpot and power (e.g. 28 or 270 Vdc). 

So far this approach Iins been seen in ~ncdiuni power amplifiers 

of 200 W and frequencies up to 18 GHz. The AM/PM noise 

performance of tlie MPM is only fair due to the poor 

stabilization of the HVPS. The high powel- per cuhic centimeter 
rating results in stringent cooling rcq~~ire~ncnts .  It can be 
foreseen that a furtlicl. develop~nent to 1liglic1- power levels is 
achievable. Future devclop~nents will focus o n  iniprove~nent of 
AM/PM noise perfor~nnnce and cooling. 

MPMs are perfectly suited for active phased array applications, 
where each antenna cle~nent (or set of anlcnna elc~ncnts) 
requires its powcr amplifier. Tlie advantages and disadvantages 

of the MPM versus solid statc amplifiers is given in table 7 .  

Table 2, Comparison of an average MPM versus solid state. 

The increased power vf tlie MPM can he used either to decrease 

the nu~nber of units or to increase output powcr, dcpcnding on 
system require~ne~its. both MI'M and solid statc a~nplificr 
require extensive cooling systems. 

5.2.7 Mini trrbr 
A way of increasing the system power output is tlie use of 
~nultiple mini tubes. Tlie voltage required witli mini-tubes is 

reasonably low, ahou~ 4 kV. By combining tlie power in a 
Wilkinson co~nbiner or Rotli~nan lens and using ~nultiple powcr 

supplies, a reliable high power amplifier will be designed. 

I 5.2.8 D ~ r n l  n~odc rrrbr 

Tlie develop~nent of dual mode tubes started in the 80's. The 
difficulties witli the dcsign of tlic v:icuuln envelope and gun 

slowed it down. New interest, specially for the designs from the 
former eastern block countl-ies, can bc seen in this lypc of luhcs. 

5.2.9 Klysrron 
I The li~nited instantaneous bandwidth has been a disadv:rnt;ige of 

klystrons. New dcvelop~nents in tlie E.C. have been started on 
I the design of inter active klystrons. This design will give the 
1 klystron a bandwidth co~npamble to that of :I TWT. 

5.2.1 0 Mngtic~t~oti 
One of the life sliortcning effects in tlie magnetron is the wenr- 

out of the cathode and tlie secondary emission of 11ic cathode 

stem area. Tlie i~nprovc~nents of the cathode materi:rl follow the 

trends shown for TWT and klystron. The effect of secondary 
emission can greatly be reduced by adding an appropriate 
coating to tlie cathode stem and by decreasing the stem 
temperature. 

5.3 Power supply 
The feasibility of a microwave power generator is not limited 

by tlie voltage and current r;~tings of today's HVPS. More 

important however is thc protection and control of the power 
supply. Tlie power supply sliould he kept within its OE under 

all conditions. The OE of the HVPS sliould include that of the 

tube, so the power supply can never be damaged by any 

operation condition of tlic tube. Both control and protection 
greatly enlarge tlie HVPS OE. 

Present HVPS develop~nents benefit from resonant switching 
convertcr topologies, tliat have among others 'the following 
advantages: 

- LowEMI. 

Due to tlie sinuso'idal current EM1 is reduced; 
- Low stored energy. 

Tlie resonant converter :~llows for higher switching 

f r e q ~ ~ e ~ ~ c i e s  wliicli, in co~nbination with low EMI, leads to 
simple output filters witli :I low amount of stored energy; 

- Tiglit control. 
Tlie high operating frequency and simple filtering allow 
for high control handwidtli and tight converter control; 

The low converter EM1 allows for fast acting control a i d  
protection circuits without tlie disadvantage of erroneous 
operation. Se~niconductor protection devices are available that 

can react in n:~noseconds and can handle several hundreds of 

amperes. They can make the HVPS virtually insensitive to the 

most extreme tube OP: tlie HV-arc. 

Tlie sinuso'id:11 converter current reduces tlie electrical stress on 
the converter se~niconductors wliicli on tlie one hand increases 

reliability and on the other hand allows for an increased power 

handling. Also the switching losses are reduced resulting in a 
higher efficiency and, consequently, smaller heatsinks. 

Tlie high frequencies allow for s~nall  capacitors, transformers 
and, due to tlie sinusoidal cull-ent, simple filtering. 

Future trends will bring s~nall and efficient power supplies. The 
~nain design effort will be o n  protection and control. The OE 
will he widened by adequate protection. Tlie control electronics 
will be programmed to exrtctly  non nit or the OP and keep it 

witliin tlic OE unconditionally. 

5.4 Interface 
The power supply has two major tasks in relation with the tube, 
it sliould deliver enough power and it should keep the tube 

unconditionally within the tuhe OE. 

Tiglit control of the OE will gradually allow for higher output 

power without over-stressing tlie sensitive parts of the tube. 

Tube design will he influenced by this trend, and gradually go 



towards tubes that allow for very high powcrs in return for a 
very narrow OE. 

The OE will hecome more and Inore important in the future. It 

enlarges the possibilities of power tuhcs at the expense of 
increased risk to destroy tube or HVPS in case the OE is not 
properly tnaintained. 

5.5 Energy storage 
The energy, necessary to generate high power microwave 
levels, is draw11 f ro~n  the HVPS. The energy, supplied hy powcr 
invertors, is temporarily stored in capacitors. In case of tube, the 
stored energy is uncontrollably rcleased into the tuhe, which can 
be destroyed eventually. There are several techniques to avoid 
this energy release: 
- Application of a crowbar. 
- Limitation of energy storage. 
- Application of HV switches. 
These techniques arc discussed Inore in detail below. 

5 5.1 Cro~~Onr 
A crowhar is the conventional solution to avoid excessive 

energy release. It provides a low impedance pad for the cncrgy 
source, thereby diverting the energy off the tube. Crowhars 
however show sevcral drawbacks: 
- Their reliability is limited duc to sensitivity to wear; 
- Their ability to "fie" is often not unconditional; 
- Their reaction time is fair, a part of the stored energy is 

still released in the tube before the crowbar fires; 
- The operation principle implies higll currents co~npared to 

the operating current; 
- The operation principle implies high currcnt rise-times, 

the resulting EM1 lnay easily cause damage to HVPS 
electronics. 

55.2 Lin~itrd c~t~crgy storci:~c~ 
The energy storage is limited to thc maxi~nu~n rating Sor the 
tube. This state of thc art technique requires electronic circuits 
to co~npcnsate the effect of limited energy storage. Modcrn 
semiconductor technology provides high bandwidth 
co~nponents with sufficient voltage and current rating to enable 
these control circuits. The co~npensation electronics guarantee 
operation within the OE. 

55.3 HV switclr 
HV-switches between energy storage and t ~ ~ h c  can block the 
energy release. Certain tuhe types (CFAs) require the switch 
also to switch the tube on and off. The convcntion;~l switches 
have drawbacks about eclual to the already ~nentioncd crowbar. 
To avoid these drawbacks, the HV-switch is often replaced by a 

low voltage, high current switch combined with :I pulse 
transformer. 

Future developtncnts will bring the stacked transistor 
topologies. This cmcrgi~lg technology enables fast reacting 
reliable switches that can handle high voltages and high current 

levels. Today these switches still arc hulky, in the near future 
they will be available in the same size as conventional switches. 
Stacked transistor topologies also cnahlc control of risc- and 

fall-timer, thereby reducing the amount of EMI. Moreover, 
operation within the OE, both undcr operating and error 
conditions, can be guaranteed by adequate control of the 
stacked transistor sybteln. 

6. RELIARI1,ITY 
Tlir relinbility reqrrirrn~t~nts (ire, .\trongly related to the niodes of 
o[~cralion. Tile prlper ~ l i l /  crdeirc.ss vrrrious ny~ccls,  including 
Mrnn Tinlc Bct~lcen Fnilrrl-r (MTBF) ~ n d  tllc certninfy flu11 a 
frrkc~ will rrrtz upon s~~i tch-on 

Tlrhc designs, l~rodr/ction tcchniclr~cs nnd nztrintcnrlncr greatly 
eletrrnli~~e lrrbc rclinbilitv. Good l ~ o ~ ~ e r  srrl~ply design cml 
strongly Lzcrccl.sc tubc rclicrl~ilir~~ nnei hozcc systeni rrlirtbility. 
Nm: poMIrr sul~l~ly 1ol1oIo~ic.s cllso inclrrdr tllc necessary 
protectiot~ systcnrs for t l ~ r  trlbr to rrrt~ rinele>r Iiigli power 
conditions. 

This chapter will focus on  reliability of power tubes and HVPS. 

The system reliability is not only determined by the sole 
reliability of the tube and HVPS but also by the tube-HVPS 
interaction. The concept of the OE is a useful tool to describe 
the various reliability aspects. 

6.1 Tube 
The TWT is taken as exa~nplc. since i t  has all functions in 
physically separated areas: 
- Electron gcneration in thc cathode; 
- Beam control in the grid; 
- Beam focussing & acceleration; 
- RF is gencmted/n~nplified in the R F  structure; 
- Electron collection in t h ~  collector. 

Other tube types have some or all of these ele~nents. The CFA 
frltnily generally lacks heam control and focussing, electron 
collection is done by the RF structure. The klystron has the 
same outline as a TWT, however the KF structure is distinctive 
and they oftcn lack a heam control g r ~ d .  

In relation to general tubes, the MTBF of high power tubes is 
rnore related to: 
1 Cathode stress. 

High output power requires high current densities in the 
electron beam and thus at the cathode surface. This asks 
for new cathode (micro-) structures and ~naterials. It can 
be necessary to operate the cathode at elevated 
te~nperntures. The latter will decrease cathode life and 
increase the out-gassing process. 

2 Elcctric;ll stress. 
High power t ~ ~ h c s  generally run under high voltages. This 
makes the t ~ ~ b c  sensitive to flash-overs due to gas in the 
vacuum envelope or conta~nination of the ceramics. 
Eventually this will lcad to the inability of the tube to 
withstand the HV. 

3 Ther~nal stress of the helix. 

Due to i~nperfections in heam focussing a part of the 
electron heam is intercepted by the RF structure. The high 
speed of thc electrons causes high heat dissipation in the 
RF structure. 



4 Ther~nal stress of the collector(s). 
All energy supplied to tlie tube is either converted to RF- 
energy or to licat. Al~nost all heat 15, under normal 
conditions, dissipated in the collector. Overheating lnay 

cause the collector to melt or to evaporate ~netal (copper) 
which will form conductive layers on  isolating ceramics. 
Collector cooling therefore is an crucial factor in t ~ b e  

reliability. 
5 Vacuum. 

Due to (thermal) stress in the brazing and/or hot spots 

anywhere in the tube, ~nicro-leaks can develop, thereby 
causing loss of vacuum. High surf:~cc tc~nperatures of 
parts inside tlie vacuum envelop can cause out-gassing, 
thereby destroying the vacuuln. Also the evaporation of 
barium out of the cathode can have thia effect. 

Under certai~i circu~nstnnces, a "quick-start" is applied to the 

tube. The OE is "widened" to include the O13s with high inrush 

currents which can bc done with speciill cilthode and heater 

design. Special grids can keep tlie tube fro~n operating thereby 
allowing for a fast switch-on of the HV. 

The certainty that a tube will run upon a "quick-start" can be 
checked by the BIST (Build-in Self Test) of the HVPS. The 
heater can be tested ~1po11 resistance, where the q ~ ~ a l i t y  of the 
vacuuln can be proved with a static HV test. Tubes. eq~~ippcd  
with an ion pump, can ~naintain their vacuum and allow for an 
easy check of tlie quality of the vacuum. 

Tube technology nowadays moves to a "narrowing" of the OE 

in favour of all increased reliability. Better knowledge of 
thermal cathode behnviour can result in an OE that, under strict 

control of the OP locus, will allow for quick-start. 

6.2 HVPS 
HVPS reliability is, of course, subject to general reliability 
aspects that apply for all electronic devices. Due to its high 
power and voltage handling some specific aspects are 

noteworthy: 
1 Electrical stress. 

Se~niconductors are used as close as possible to their 
maximum ratings, which recluires adequate derating to 
meet tlie reliability specifications. The sinusu'idal currents 
of resonant converters lack high dV/dt and dI/dt which 

reduces the electrical stresses. 
2 Thermal stress. 

Most of the co~nponents are operated close to their 
~ n a x i ~ n u ~ n  operating temperature, once Inore requiring 
derating. Resonant converters, running with sinuso'idal 

currents however exhibit greatly rcduccd switching losses 

that allow for reduced operating te~nperatlrrcs and 

enhanced reliability. 

3 Switching 

The high voltage levels implicate high levels of stored 
energy in parasitic capacitances. This energy is released 

upon switching and can destroy se~niconductors. Resonant 
converter topologies can reduce rise-times, thereby 
reducing the current through the parasitic capacitors. This 

also can co~npensatc certain parasitic capacitances. 

4 EM1 
The high pulsed output power causes high levels of EMI, 
wllich can destroy other parts of tlie HVPS. Once again 
rise-time reduction can reduce EMI. 

BIST equipment does not increase reliability in statistical terms. 

A failure cannot be avoided by BIST. The certainty that both 
tube and HVPS will run upon switch-on however can greatly be 
increased by proper BIST procedures. This reliability aspect is 
especially i~nportant for missile systems, f i e  control and EW 
systems, since they are (only) switched on when life-threatening 

situation occurs. 

6.3 Tube-HVPS contt-ol. 

Tubes and HVPS strongly interact. As far as reliability is 
concerned, ~nalfunction of either one can destroy the other. The 

increase of reliability depends on the HVPS that has to fulfil 

four requirements: 
- I t  h;is to keep the tube within the tube OE; 
- It has to keep itself within thc HVPS OE; 
- It lias to be able to withstand all the tube's possible 

operating points, including arcing (=short circuit of the 

HVPS!). The HVPS OE itself should be wide enough to 

enclose all the tube's operating points; 
- It has to he fail-safe: never should the tube be put in an 

invalid OP due to power supply failure. 

The above-mentioned require~nents can be met by new power 
supply technology. The power supply control has, apart from 
regular HVPS functions, four ~nnjor tasks in tube & HVPS 
control: 
- Monitor the 01' of the tube; 
- Compare tlie OP with the internally stored OE; 
- Take corrective actions to keep the OP within tlie OE; 
- Shut-down the power supply in case the OP is near the 

edge of tlie OE. At shut-down, the OP should remain 

within tlie OE. 

Monitor bus 

Voltage 8 1 
current 
monitor 1 
. i 

Control bus 

Fig. 3, Power supply with fill1 OE control and BIST 

Given the above ~nentioned guide-lines concerning reliability of 
tube, HVPS and their interaction, a power supply was designed 

at FEL-TNO in the Netherlands. This power supply has 

extensive control electronics to guard the OE and BIST to check 
the power supply and the TWT. It lias a display panel indicating 



which part of the TWT or HVPS is malfunctioning. The 

prototype still ~nec t s  :III reliability require~nents after a Inore 
than four year test period. The lay-out of the HVPS is given in 

fig. 3. 

6.4 Mini-tube 

At a f i s t  glance, the choice hctween a "mini" and a "nor~nal" 
tube has no ilnpact on reliability. The mini-tube however works 

with lower electron speeds and hcncc lower voltages. This 

factor enables a significant increase in relit~hility of both tuhc 

and HVPS. 

The major drawback o l  the mini is its rclativcly low peak output 
powcr. The mini is easier to produce, especially in series 
production, which allows for a lower PI-ice and a strict quality 
program. The mini h:~s the potential to run at a significant lower 
dollar per watt rating than its bigger opponent. Even with the 
extra costs of comhincrs, large amounts of powcr can hc 

generated cost-effectively by using a sufficient number of 

minis. 

The ~n in i  will he thc fulurc solution in many RF powcr 

generators. 

6.5 Microwave po\vel- module 

The consists of a solid-state pre-a~nplifier, a (mini) TWT and a 

HVPS, all combined in one housing, see fig. 4. 

The MPM further increases the re1i:lbility that is obtained by the 

use of ~nini-tubes: 
- The gain is obtained by the solid state amplifier so the 

gain retluirc~nent for the tuhe is minimal. The tube 
designer can concentrate on  reliability instc:rtl of on gain. 

- The MPM runs at lower voltage th;~n the mini tube. 
- The tube and the HVI'S can be pel-Sectly ~natchcd with 

respect to thcu- OE. 
- Maintenance personnel does not have to handle Hv-p:~~-ts ,  

which both increases reliability and safety. 
The MPM has, as already stated, a lower powcr rating than the 

mini. For the same reasons however, their dollar to watt rating 

can he reasonable. The main application for MI'M is the phased 

array antenna that benefits from the ~nultiple amplifier concept 
and from the powcr co~nhination that is done "in free space". 

Out 

Povjer Power Supply 
& HVPS 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Fig. 4, The Microwave Power Modulc. 

7. COST-EFFEC'I'IVENICSS 
Tllc pr-ocrrr-cnrent co~1.c. 111~' lrnrrtcd lif>linrc of lllc lube ( I I ~  tllc 
ncct,Jsmy nrc~intmlc~rrcc (1,-c rlrc nrc~ni cost-tirivers. Tubes nlso 
,-cqrrir-c nrc~itrtt~r~ntrc~r M I I ~ C I I  llr(')~ ~ r t '  nor~-op~r(iting or in stor~~ge. 

Pr-od~ction tcc1~1~01ogy is in ( I I I  on-going P ~ O C C S S  of decreasing 
pr-o~irrctiotz costs, hou1c1,rr- trtbcs or-r lrrbour--b2ferzsive to 
prodr~cc M'III'cIL slrongl)~ lintits t l~c  cff~~cl of prodr~cfion 
rrchnology on trrbc pr-ocrrr-mrtvii costs. 

Trtbc design (~nd ~fjcient n r ~ i n l ~ n ( i n c ~  ~ ) I ' O C C ~ I I I . C S  will increase 
tllc lifctinrtj of tile trrl~c. Tl~t,  hr~ild-in tcst cqrri/~nlcnt of tlzc power 
srtl)ply will r-cdrlcr nic~intt~nc~ncr costs. 

The ~naintenance cost of a system is not only the cost of repair 
and periodic ~naintenance, hut also the cost of the logistic 
system. 
The repair of the microwave tube is co~nplicated and can in 

general only he done by the ~nannfacturer at high expenses. The 

~nicrowave tube has to be returned to the tube ~nanufacturer for 

analysis and repair. This causes long turn-around times, 

meaning extra invcstlncnts in spares tubes. 

Repair of ~ h c  defective HVI'S may be performed by the 

~naintenance organization of the system owner or lnay be 

contracted to the system ~nanufacturer, requiring spare HVPSs 

due to long turn around times. 

Maintenance personnel can only perform a limited fault 

analysis. A key factor is the limited time available for repair. A 
system has to he operational within the specified MTTR, often 

less than 1 hour. The ~naintenancc engineer however has to 
determine whether tube or HVPS is defect. Effective HVPS 
BIST however can give a quick, good and well specified 

analysis of the fault. 

I'eriodic ~naintenance can gl-eatly he reduced by BIST. As long 

as tube :uid HVPS arc operated within the OE, there is no 

objection to use the tube as a test load for the HVPS and/or the 

HVPS as a test dcvice for the tube. This however requires auto- 

calibrating facilities, fail-safe RIST and fail-safe O E  control. 

Human interference, if necessary, then is limited to maintenance 
that requires specific cquip~nent. 

Periodic ~naintenance can also he reduced by training of the 
~naintcnancc engineer in fault diagnostics on microwave tubes 

and HVT'S. The basic principles o n  microwave tube theory and 

tuhe ~naintenancc has to be part of his education. 

Tubes do change their OE over lifetime. Maintenance engineers 

oftcn report increased lifeti~nc due to slightly changed voltage 

settings. When aging is inclutlcd in the OE programmed in the 
HVPS, this can increase tuhc lifetime. The operation within the 
OE itself also increases lifetime. 

Failure data comprise a great a~nount  of infor~nation regarding 
reliability and MTTF. With data, obtained from BIST, 

~naintenancc engineers (following a well defined procedure) and 

factory repair engineers, an in-depth analysis of the failures can 





DISCUSSION 

E. SCHWEICHER 

Do the cooling problems you mentioned about HEMT's or MESFET's explain the 

cooling difficulties encoutered by TI and Westinghouse in the development of the 

active phased array antenna of the radar of the ATF F-22 ? 

AUTHOR'S REPLY 

I am not in a position to discuss the problems that are encountered during the 

development of the F-22 radar system. However TNO-FEL has a vast experience with 

the development of active phased array antennas, as for example used in the PHARUS 

universal SAR radar. Cooling of active phased arrays is difficult due to : 

- the low efficiency of the semiconductor power amplifier 

- the high power density involved 

- the (virtual) absence of conduction cooling in two-dimensional array's. A medium 

(e.g. air, water or freon) is used to transport heat. This leads to an elaborate cooling 

system. 
The higher efficiency of MPM's give them a strong advantage as far as cooling is 
concerned. The required cooling capacity for MPM can be down to 50 % when 

compared to a solid state amplifier with the same RF output power. 

E. SCHWEICHER 
What do you think about the power capability and the reliability of HEMT's and 

especially pseudomorphic HEMT's ? 

AUTHOR'S REPLY 

The amount of heat that can be dissipated by a HEMT (or any other transistor) is 
limited by its chip surface. The efficiency and chip surface determine the power 
capability of the HEMT. In relation to other semiconductors the efficiency is the main 

factor. However in relation with MPM's the chip surface becomes a main factor, since 

it cannot be increased beyond a given limit. 

As my presentation indicates, almost any reliability can be achieved, as long as 
operation is limited to a given operational envelop. For HEMT's this will in general 
mean that high reliability is achieved for a limited temperature range, input voltage 
range and supply voltage range. When the device is "pushed to its limits" the 
reliability will decrease. 
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SUMMARY 

This is a survey of Russian research 
and development in high-power 
microwave (HPM) sources. It 
emphasizes those sources of 
nanoseconds pulse duration time which 
have potential weapon as well as radar 
applications. It does not cover the 
whole range of Russian HPM research 
and development but concentrates on 
those aspects which may lead to 
military applications. Russian 
investigators have achieved many world 
firsts in HPM generation; for example, 
a multiwave Cerenkov generator with a 
peak output power of 15 gigawatts. 
Their successes are based on their 
impressive capability in pulsed power 
technology which has yielded high- 
current generators of terawatt peak 
power. They have transformed the 
energy of these currents into microwave 
radiation using tubes of both 
conventional and novel designs 
exploiting relativistic electron beams. 
Recently, the development of high- 
current mini-accelerators has moved 
relativistic electron-beam (REB) HPM 

generation out of the laboratory and 
enabled the development of deployable 
military systems with peak powers in 
the gigawatt range. As a result, they 
now see development of a REB-based 
radar systems as one of the most 
promising directions in radar systems. 
Details of such a system are described 
and the implications for HPM weapons 
are considered. 

INTRODUCTION 

This briefing is on HPM development 
in Russia and is presented at the 
unclassified level. The paper starts by 
a brief review of the most active 
Russian research groups working on 
HPM technology. This is followed by 
Russian development in high-current 
accelerators used to drive HPM 
devices. Then, the slow-wave devices 
such as magnetron, backward-oscillator 
(BWO) , multiwave Cherenkov 
generator (MWCG), and relativistic 
diffraction generator (RDG) are 
examined, and finally, a brief review of 
fast-wave and plasma devices is 
presented. 

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)" 
held in Ottawa, Canada 2-5 May 1994. 



RUSSIAN INSTITUTES 

The Institute of Applied Physics (IPF) 
in Nizhniy Novgorod, formerly Gorky , 
is seen as the leading Russian institute 
in the area of HPM technology. This 
institute has worked on most types of 
HPM devices such as slow-wave and 
fast-wave. The only area in which they 
have not been working is in plasma 
devices. The IPF is internationally 
known for its development of fast-wave 
devices such as gyrotrons, and 
cyclotron autoresonance masers 
(CARM), which have produced the 
highest average power in the mmw 
band. 

In Tomsk, the Institute of high-current 
(ISAH) has been working extensively 
on development of slow-wave devices 
such as BWO, MWCG, and RDG. 
They have focused on the wavelength 
band 0.8-3cm. This institute has been 
working on HPM generation in both 
single pulse and repetitive operation, 
and as part of this program, they have 
developed compact repetitive 
accelerators. This institute is well- 
known for its research in multiwave 
devices which have produced the 
highest peak power in both centimeter 
and mmw bands. 

The Institute of Nuclear Physics 
(IYAF), also located in Tomsk, 
specializes in development of relativistic 
magnetron, vircators , and resonator- 
storage sources. They have been 

working mainly in the s-band (3-GHZ). 
This institute is a key center for 
development of compact repetitive 
accelerator based on linear induction 
accelerator. These systems have been 
used to drive their relativistic 
magnetron in repetitive operation. 

In Moscow, the Institute of General 
Physics (IOF) has been working 
extensively on HPM plasma devices 
such as plasma filled devices, plasma 
Cherenkov masers (PCM), Vircators. 
This institute has also developed a very 
successful system based on plasma for 
the conversion of HPM radiation into 
electrical current [I]. The IOF is also 
known to have worked on some fast 
wave devices such as gyrotrons and free 
electron lasers (FEL). The Moscow 
Radiotechnical Institute is another group 
that has been active in HPM research. 
Their main interest has been mainly in 
Vircator and plasma devices. It is 
suspected that a close cooperation exists 
between the IOF and the Moscow 
Radiotechnical Institute, since they have 
been working on similar devices. 

HIGH-CURRENT ACCELERATORS 

Russian scientists have been very 
successful in the development of 
compact accelerators used to drive their 
HPM devices in repetitive operation. 
The ISAH, and the IYAF in Tomsk are 
two key Russian institutes in developing 
compact repetitive accelerators. The 
ISAH started its development of 



compact accelerators in the late 1960's 
[2]. They were intended specifically to 
drive relativistic BWO. By the late 
1970's, the Russians came up with the 
SINUS-series of small-size accelerators 
based on capacitive storage line. Since 
that time, the ISAH has developed 
many models of its SINUS-accelerators 
which are able to generate beam 
currents with several gigawatts of peak 
power. Pulselength ranges from a few 
nanoseconds to tens of nanoseconds. 
Originally, the repetition rate was 
limited to 50 pulses per seconds (pps). 
In 1990, the ISAH succeeded to operate 
these accelerators at a repetition rate of 
lOOOpps [3]. This was made possible 
through their analysis of the high- 
voltage spark gap behaviour in 
repetitive operation. Russian scientists 
found out that these switches are 
destabilized by the appearance of a gas 
region near the electrodes. By 
removing it at the repetition rate of 
operation, the numbers per pulses per 
seconds was increased to 1000HZ. 

The key-feature of the Sinus- 
accelerators is the tesla-transformer 
used to charge the capacitive storage- 
line. The transformation factor makes 
possible the use of a low-voltage 
capacitor as primary source. As a 

I result, the accelerators are more 
compact, and capable of repetitive 
operation. In the past, the ISAH has 
been using the spark gap, and thyratron 
as high power switches in these 
accelerators. Recently, however, they 
have been using thyristors which are 

high-power semiconductor switches. 
This is significant, since Russia is the 
world leader in development of high- 
power semiconductor switches. Use of 
these switches is likely to make the 
accelerators more compact and capable 
of higher repetition rates. 

Since the mid 1980's, the ISAH and 
IYAF have been working on a new 
design of high-current accelerators 
based on inductive storage line which is 
capable of a two order increase in 
density energy storage [4]. This is 
particularly important for development 
of compact accelerators. The key 
components for magnetic storage 
accelerators is the opening switches 
which must change quickly from a state 
of very low-resistance to very high- 
resistance. Originally, the IS AH has 
been using plasma-opening switches 
which they have been extensively 
working on. In 1987, The ISAH 
succeeded to operate a small-size 
accelerator capable of generating beam 
current at a 25 gigawatts peak power 
level, with pulselength of 80 
nanoseconds duration time [5]. Since 
the early 1990's, the Russians have 
used solid-state semiconductor switches 
as opening switches. They have 
already obtained an electron beam with 
maximum energy of 400 KeV, and a 
current of 6 KA, when the pulse 
duration was 30 nanoseconds. As 
opposed to plasma-opening switches, 
the semiconductor switches offers 
greater simplicity of construction, 
stability of parameters, and the 



possibility of repetitive operation. 
These switches can find wide usage not 
only in small-size accelerators but also 
in large ones. 

The Russians have also developed 
compact repetitive sources of high 
voltage current based on linear 
induction accelerators [6]. These 
accelerators have been developed by the 
Institute of Nuclear Physics in Tomsk, 
and have been used to drive their 
relativistic magnetrons [7]. Repetition 
rates up to lOOpps in steady state, and 
160pps in a train of three pulses have 
been produced in these accelerators. 

In pulsed power technology, Russia is 
substantially ahead of the West in 
development of magnetic cumulative 
generators (MCG) which are driven by 
explosive charges [8] [9]. They have 
produced the world record in generation 
of single current pulse with an energy 
of 100 megajoules and current of 
300MA. The pulselength of these 
generators is about 20 microsecond 
which is also relatively fast when 
compared to large capacitor facilities 
which range in the millisecond duration 
time. One hundred megajoules of 
energy is quite impressive, when we 
think that a state-of-the-art large 
capacitor facility using about 250 tons 
of capacitors can only produced 10 MJ 
per pulses. Russia has developed a 
desk-size version of MCG, 16 inches- 
wide by 40 inches-long (40 X 110 cm), 
which can be incorporated into missile 
systems. 

SLOW-WAVE DEVICES 

Relativistic magnetrons 

Russian research in relativistic 
magnetrons have been very extensive. 
The small-size of a magnetron, and its 
high reliability, stability and efficiency 
are key features that have been driven 
Russian research. In late 1970's, peak 
power at the gigawatt level with 
efficiencies of 40 percent were already 
produced in relativistic magnetrons 
[lo]. In the late 1 9 8 0 ' ~ ~  Russia was 
able to generate a peak power at the 10 
gigawatt level from their magnetron [6]. 

In 1989, Russia created a world first by 
operating a relativistic magnetron at an 
operating frequency as low as 1.2 GHZ 
[l l ] .  Microwave radiation of 13Qns 
duration time at the 210MW peak 
power was produced. The efficiency of 
the relativistic magnetron was 6 
percent. Russian scientists said that this 
research has been driven by potential 
HPM application in the decimetric band 
which seems to indicate a new trend in 
Russian HPM research. 

In 1987, Russian scientists operated a 
relativistic magnetron in repetitive mode 
[7]. Peak power of 360MW at a 
repetitive rate of 160pps in a train of 
three pulses was produced at that time. 
In the experiment, they used as a source 
of high-voltage their new linear- 
induction accelerators which is very 
compact. Since 1987, Russian 



scientists have continued to investigate 
repetitive operation of relativistic 
magnetrons. 

Relativistic Backward-wave oscillator 
(BWO) 

BWO is one of the HPM devices in 
which Russia has been working the 
most. They were the first microwave 
devices to be driven by relativistic 
current, back in 1973. By late 1970's, 
these devices almost reached their 
maximum capability in terms of peak 
power microwave. Research to 
increase the peak power capability of 
BWO led to the development of 
oversize waveguide structures, and then 
of Multiwave Cherenkov generators 
which will be examined later. Russian 
research in BWO has been concentrated 
on increasing the efficiency of these 
devices, and operating them in a 
repetitive mode. 

The Russians have shown, theoretically 
and experimentally, that the maximum 
efficiency of BWO using regular 
electrodynamic structures is around 20 
percent. In early 1980's, they started 
investigating the use of irregular 
structures to produce an inhomogeneous 
coupling over the interaction space 
[12]. Inhomogeneous coupling is 
obtained by increasing the amplitude of 
the periodical structure. In the first 
experiment a peak power of 320MW 
with an efficiency of 29 percent was 
produced from an irregular BWO tube. 
A similar BWO with regular structure 

produced only 20 MW of peak power 
with an efficiency of 11 percent. Since 
that time, Russian scientists have shown 
that the use of inhomogeneous coupling 
can increase the efficiency above 50 
percent. In 1992, the Russians showed 
that BWO efficiency can be further 
increased by use of inhomogeneous 
phase velocity [13]. This is obtained by 
increasing the periodicity of the 
electrodynamic structure. Russia has 
found that the electron beam transfers 
the greater part of its energy at the 
beginning of the interaction space. As 
the electron beam loses its kinetic 
energy, a certain equilibrium is reached 
between the beam and the 
electromagnetic wave; and the 
conditions for efficient energy transfer 
are less and less favourable. In 
increasing the phase velocity of the 
wave, this equilibrium is broken, and 
transfer of the electron beam energy is 
optimized over the entire interaction 
space. The Russians have verified 
experimentally their new theory. They 
have produced in the 3.2 cm band, a 
peak power of 200MW with pulselength 
of 12 ns, and efficiency of 40 percent. 
This was close to their theoretical 
prediction for this specific case, and 
confirms the possibility of increasing 
the efficiency of BWO through the use 
of inhomogeneous phase velocity. 
Russia have shown that for moderated 
relativistic electron beams, gamma =2, 
efficiency can be as high as 70 percent. 
As opposed to inhomogeneous coupling 
which has been considered only for 
ultra-relativistic electron beam, this new 



techniques is valid for moderated 
relativistic electron beam such as those 
used in compact repetitive accelerators. 

Relativistic BWO have been the first 
Russian HPM devices to be operated in 
repetitive operation. The Russians have 
been using the SINUS-series of compact 
repetitive accelerators to drive these 
BWO. In 1978, peak power of 
lOOMW at rep-rate of 50pps was 
produced from the relativistic BWO. 
During the 1980's, repetitive BWO 
produced gigawatt peak power of 
nanoseconds pulses at a repetitive rate 
of up to 100pps. 

Advanced radars 

In 1992, the Russian had already 
developed a high-power short-pulse 
radar based on their repetitive 
relativistic BWO [14]. The radar 
transmitted up to I m p s  at the gigawatt 
peak power level. Frequency of 
operation was of lOGHZ and 
pulselength was only of 5 nanoseconds. 
In field testing, the radar was able of 
detecting aircraft targets flying at 50 
meters above the ground, up to a 
distance of 50 KM. The radar systems 
has also enhanced capabilities for 
detection of small ship targets. Russia 
concluded that used of HPM devices in 
radar systems is a new and extremely 
promising direction in contemporary 
system. 

High repetition rate 

Russians are working very hard to 
increase the repetition rate of the 
repetitive HPM devices. In 1990, the 
ISAH in Tomsk has been able to 
operate relativistic BWO and Orotron 
devices at a repetitive rate as high as 
lOOOpps [3]. The key system for this 
research is the compact repetitive 
accelerators that ISAH has designed and 
manufactured. This accelerators can 
produces beam, currents up to 5KA, and 
electron energy up to 800 KeV, with 
pulselength of 10-20ns. The relativistic 
BWO was operated at the 3-cm 
wavelength band, and the orotron was 
operated at the 8mm wavelength band. 
Radiated pulselength was around 1511s 
for both HPM devices. In their 
experiments, the Russians first used a 
regular BWO. In single pulse 
operation, peak power of 600MW and 
efficiency of 15 percent was produced. 
At high repetition rates, peak power 
and efficiency dropped to about 
300MW and 7.5 percent, respectively. 
Russian scientists have also investigated 
repetitive operation of irregular BWO. 
At a repetitive rate of 100pps, they 
produced a peak power of 500MW at 
efficiency of 20 percent. This is a 
three fold increase in efficiency over 
the previous regular BWO. In their 
investigation of orotrons, single pulse 
operation produced a peak power of 
200MW and efficiency of about 12 
percent. At a repetition rate of 
1000pps, peak power of l00MW and 
efficiency of about 6 percent were 
produced. This research in HPM 
devices at a high repetition rate is likely 



to lead to the development of advanced 
high power radar and jammers. 

Multiwave Cherenkov generators 
OMWCG) 

In the early 1980's, Russian scientists 
started a series of experimental 
investigations to increase the peak 
power and length of microwave 
radiation from BWO [15]. Finally, the 
ISAH came up with a new device, 
called a multiwave Cherenkov 
generator, consisting of an oversize 
waveguide structure containing two 
periodic sections separated by a drift 
space. The first section modulated the 
electron beam which imposes its 
structure on the radiated field of the 
second section. In 1983, a peak power 
of 5GW was produced in the 3cm 
wavelength band. Pulselengths were of 
30 to 50ns, and efficiency was around 
10 percent. In 1987, Russia produced 
from their MWCG, a peak power as 
high as 15GW with efficiency of 50 
percent [16]. This was the highest peak 
power produced up to that time, and is 
still the highest published in Russian 
literature. Pulselength of the radiated 
wave was 70ns which means that the 
each pulse has one kilojoule of energy. 
This is very high as compared to a few 
joules seen for radar applications. 
Another Russian HPM device that is 
known to have produced around 
kilojoule of energy per pulse is the 
relativistic diffraction generator (RDG) 
[17]. It has produced gigawatt peak 
powers 60GHZ. Pulselength was as 

long as 70011s. In fact, RDG are very 
promising for generation of 
microsecond duration at the GW peak 
power. 

Dielectric Cherenkov Masers @CM) 

In 1983, Russia showed that DCM can 
be used as HPM generators [18]. At 
that time, peak power of 580MW at the 
3cm wavelength were produced. 
Pulselength were of 55ns, bandwith of 
17 percent, and efficiency of 17 
percent. Since that time, Russia 
research in DCM has been very 
extensive. They have shown that 
efficiency in DCM can be as high as 40 
percent. The extreme simplicity of 
DCM is one the key factors driving 
Russian research in DCM. In early 
1990's, Russian scientists set up a new 
direction in DCM by showing that they 
can be used as an ultra-broadband HPM 
amplifier [19]. This capability has not 
been known before since previous 
experiments on DCM have been using 
propagation channels with diameter 
superior to the radiated wavelength. 
For such conditions the beam-wave 
coupling fall off rapidly as the 
frequency increases. As a result, broad 
band amplification is not possible. If 
the propagation channel diameter is 
inferior to the radiated wavelength then 
beam-wave coupling is virtually 
independent of the frequency. As a 
result, ultra-broadband amplification is 
possible. In experiments, 40db of gain 
was obtained with bandwidths as large 
as 40-50 percent at lOGHZ and higher. 



Russians have used electron beam 
energies typical of compact 
accelerators, which might indicate the 
intention of developing repetitive DCM. 

PLASMA-DEVICES 

Vircator is one of the most promising 
HPM devices due to its simplicity and 
compactness of construction [20]. One 
of the key advantages of Vircator is 
their simple frequency tuning, which 
can be done by varying the external 
magnetic field, or the vircator geometry 
such as the space anode-cathode. 
Experimentally, these devices have 
produced peak powers at the GWs 
level, in the frequency range 1- 1OGHZ 
with efficiency up to 20 percent. Some 
of the best achievements of the IYAF in 
Vircator research are shown in table 1. 

In 1989, the IYAF in Tomsk developed 
a new type of monochromatic HPM 
generators based on a vircator devices 
coupled to an electromagnetic 
resonator-storage [2 11. Basically, the 
electromagnetic energy is slowly 
accumulated, and then rapidly 
extracted. This increases considerably 
the peak power of the initial radiation. 
Although this scheme is a new design 
for HPM devices, the use of resonator- 
storage to increase peak powers of 
microwave radiation is much older. In 
fact, the IYAF has been working on 
resonator-storage driven by 
conventional microwave source for 
more than two decades. On the other 

hand, this is the first record of a 
resonator-storage system driven by a 
relativistic source. The IYAF claimed 
that resonator-storage is very promising 
for development of long-range impulse 
radars which have strong capability 
detecting stealth targets. 

Experimentally, the vircator generated a 
frequency spectrum of 2.7-3GHZ with a 
peak power of 20MW. The 
accumulation time was 250 
nanoseconds, and the energy was 
extracted in 10 nanoseconds. The peak 
power at the resonator-storage output 
was as high as 400MW. This is very 
promising as a source of HPM radiation 
due to the simplicity and compactness 
of this new system. An interesting 
result of the experiment is the 
generation of a very monochromatic 
radiation from a wide-frequency source. 
Monochromatic radiation would be 

very difficult to obtain from a vircator 
alone, and is very important in radar 
applications. The Russians consider 
that vircator/resonator-storage are very 
promising as HPM sources of 
nanoseconds coherent radiation at the 
gigawatt peak power level with a rep- 
rate up to 1000pps. 

FAST-WAVE DEVICES 

The Institute of Applied Physics (IPF) 
is a world leader in the development of 
fast-wave devices such as gyrotrons. 
According to the Russians, gyrotrons 
are currently the only devices capable 



of generating MW output power at 
frequency higher than lOOGHZ [22]. 
Some of the best results of the IPF are 
given in Table 2. In the early 1990's, 
the Russians said that a gyrotron with a 
frequency operation up to 80GHZ with 
output power of 0.5MW and pulse 
duration of around one second had been 
developed. They were then working on 
similar devices but with higher output 
power and at higher frequency. In 
figure 2, some estimations of the 
maximum output from gyrotron devices 
as a function of the ratio of the 
diameter of the waveguide and the 
radiated wavelength is shown. More 
than one MW output is seen as possible 
for gyrotron operating at a frequency of 
300 GHZ. 

In the late 1980's, Russian interest in 
cyclotron autoresonance masers 
(CARM) increased significantly [23]. 
The Institute of Applied Physics said 
that theoretical calculations have shown 
that for the 1-2mm wave band 
(150GHZ-300GHZ), average power of 
1-IOMW are possible. In 1990, the 
IPF hoped to get such average power in 
the nearest future. We have no 
information on the current level of this 
technology in Russia. 

I 

CONCLUSION 

Russia is currently among the world 
leaders in development of HPM 
technology. The future of Russian 

I research in HPM is full of uncertainty 
i due to the Russian economic problems. 
I 

However, we suspect that it will remain 
a high priority due to its military value. 

TABLE 1. VIRCATORS FROM 
IYAF 

Peak F effi- pulse-' H 
power ciency length field 
(GW) (GHZ) (%I (ns) (KG) 
............................................... 
1.2 2.9 17 120 
0.3 3.1 13 lo00 
1.5 3.1 6 30 1.8 
5.4 5.4 4 30 5.4 

TABLE 2. GYROTRONS FROM IPF 

fre- power effi- pulse- 
quency ciency length 
(GHZ) (MW) (%) (ms) 

FIGURE 2. Estimation of maximum 
power from gyrotron 
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DISCUSSION 

E. SCHWEICHER 

How does the frequency jitter of relativistic magnetrons compare to the frequency 

jitter of conventional magnetrons ? 

AUTHOR'S REPLY 

I really don't know. I have been following the technology from a general point of view 

without going much into details. 

F. CHRISTOPHE 

En complement de cet impressionnant panorama des travaux russes sur les 

genkateurs de puissance, avez-vous des informations sur les travaux dans le domaine 

des antennes ? 

AUTHOR'S REPLY 

Je sais que les russes ont travail16 sur des antennes 21 tr6s large bande de frequence 

(ultra-wideband) telles que les "cornets" et les log-periodic. Cependant, ces travaux ne 

semblent pas &re destines aux transmissions des ondes de hautes puissances. 

Translation: 

Q - 
In addition to this impressive overview of Russian work on power 
generators, do you have any information on work in the field of 
antennas ? 

A. 
I know that the Russians have worked on ultra-wideband antennas, 
such as horn antennas and log-periodic antennas. However, this 
work does not seem to be aimed at high power wave transmission. 
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Summary 

The efficiency of high peak power microwave 
generation in vacuum X-band backward-wave 
oscillators is described. Nonuniform slow wave 
structures are driven by the Sinus-6, a short 
pulse, repetitive relativistic electron beam ac- 
celerator. Pealt microwave power exceeding 
500 MW at 9.45 GHz has been measured in 
an 8 ns pulse. The corresponding beam-to- 
microwave power conversion efficiency was 
17%, although efficiencies approaching 25% 
have been achieved at  lower power levels. The 
ability to acquire a large amount of data using 
the Sinus-6 accelerator facilitates comparisons 
with electromagnetic particle-in-cell simula- 
tions and analytical theories. In a companion 
set of experiments, a modified PI-11OA sin- 
gle shot electron beam accelerator is used to 
study backward-wave oscillators with param- 
eter; comparable to the Sinus-6 experiments, 
except at  pulse durations approaching 0.5 ps. 
The goal of these studies is to extend the du- 
ration of microwave generation in high power 
backward-wave oscillators to several hundreds 
of nanoseconds. Technological innovations, 
such as ferroelectric cathodes and thin film 
metallic coatings, are expected to yield signifi- 
cant advances in long pulse operation. 

High power backward-wave oscillators (BWOs) 
have been studied experimentally and theoret- 
ically for about 25 years (Ref 1). The resur- 
gence in interest in these classical microwave 
tubes coincided with the development of pulsed 
high current relativistic electron beam accel- 
erators. Researchers in the United States pri- 
marily use single shot electron beam accelera- 
tors whose energy store is a Marx bank (Ref 
1 . The electron beams propagate through 
s ? ow wave structures with uniform ripple am- 
plitudes and ~er iods ,  transported by a strong 
axial magnetic field. Researchers in the Former 
Soviet Union, on the other hand, developed 
several generations of repetitively-pulsed elec- 
tron beam accelerators based on Tesla trans- 
former technology with very high coupling ef- 
ficiencies (Ref 1). In addition, they developed 
complicated slow wave structures which were 
motivated by theoretical analyses showing that 
nonuniform BWOs can be designed to yield 
higher beam-to-microwave power conversion ef- 
ficiencies than uniform BWOs (see Refs 2 and 
3, and references therein). In a nonuniform 
BWO, variations in the coupling impedance or 

phase velocity affect the interaction between 
the electron beam and electromagnetic modes 
along the length of the tube. ~ h g  coupling 
impedance between the slow space charge wave 
on the electron beam and the surface harmonic 
of the backward TMol mode can be modified 
by varying the ripple amplitude, or by vary- 
ing the magnetic field distribution within the 
tube. The phase velocity of this harmonic can 
be varied along the length of the tube by grad- 
ually changing the period of the ripples. The 
efficiencies for converting input beam power 
into R F  radiation using uniform BWOs have 
been reported to be as large as 15% (Ref 2). 
Work in the former Soviet Union on nonuni- 
form BWOs has shown experimental measure- 
ments of R F  efficiencies exceeding 40%, and 
theoretical predictions indicate efficiencies may 
reach 75% in the absence of space charge ef- 
fects (Refs 2 and 3). 

The high power BWO program at the Univer- 
sity of New Mexico seelts to define the physics 
of efficient microwave generation in uniform 
and nonuniform BWOs in both the short pulse 
and long pulse regimes. Basic understanding 
is gained from experiments using the Sinus- 
6, a repetitively-pulsed relativistic electron 
beam accelerator developed jointly by the High 
Current Electronics Institute (Tomslt , Russia) 
and the Institute of Electrophysics (Eltater- 
inburg, Russia). This basic understanding is 
then transferred to the PI-11OA long pulse ex- 
periments. It is expected that technological 
innovation will lead to advances in long pulse 
BWO operation beyond the 100 ns barrier that 
researchers have typically faced (Ref 1). 

2. Sinus 6 Experiments 

The experiments using the Sinus-6 described 
below seek to quantify the use of a shallow 
ripple-amplitude initial section of a nonuni- 
form BWO as a prebuncher to increase the 
microwave generation efficiency. 

Figure 1 is a cut-away diagram of the Sinus-6. 
The Tesla transformer (1) steps up the voltage 
from 300 V to 700 kV. An open ferromagnetic 
core is used in the Tesla transformer, which 
provides a high coupling coefficient between 
the transformer windings. The pulse form- 
ing line is contained within the Tesla trans- 
former, permitting both increased efficiency 
and an overall compact system. The high volt- 
age switch (2) is a nitrogen-filled sparlc gap, 
which is pressurized to 16 atmospheres. By ad- 
justing the pressure the spark gap voltage can 
be varied from 350 to 700 1tV. The oil-filled 
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adiabatic transmission line (3) matches the 22 
R impedance of the pulse forming line to the 
2 1OOR impedance of the vacuum diode. The 
magnetically insulated coaxial diode uses an 
explosive-emission graphite cathode (2 cm di- 
ameter with a 1 mm annular wall thickness). 
A uniform magnetic field up to 3.0 T in magni- 
tude, used to confine the electron beam, is gen- 
erated by a pulsed solenoid system (4). The 
pulsed system ~rovides a magnetic field pulse 
duration of 3 ms and requires 10 s to recharge. 
The Sinus-6 can generate electron beams at a 
pulse repetition rate of 200 Hz, but is presently 
operating at 0.1 Hz due to constraints imposed 
by the magnetic field system. 

The Anode-Cathode (A - I{)  gap spacing and 
applied magnetic field were held constant and 
the resultant diode impedance was about 125 
0, depending on the cathode potential. The 
electron beam pulse has a full width, half max- 
imum (FWHM) temporal duration of about 
12 ns. Cathode voltages are measured using 
a capacitive divider, and beam currents are 
measure using a Rogowslci coil. By adjusting 
the pressure in the spark gap, cathode voltages 
from 400 to 650 kV are generated with corre- 
sponding beam currents ranging from 3 to 5 
kA. 

Total peak radiated power measurements were 
made using both a semiconductor microwave 
detector and a crystal diode detector (set-up 
shown schematically in Fig 2). Power density 
measurements were made 1.6 m downstream 
from a conical horn antenna which has a max- 
imum diameter of 15 cm. The total power was 
calculated by numerically integrating the radi- 
ation pattern that was experimentally mapped. 
The radiated frequency was measured by het- 
erodyning the RF signal against a ltnown oscil- 
lator frequency. 

The basic tube studied in this work is a nonuni- 
form amplitude configuration referred to as the 
"Long Tube". This tube is a two stage slow 
wave structure constructed from individual 
rings for each ripple period, and was designed 
based on the work of I<ovalev and colleagues 
(Ref 2). Each ring is a trapezoidally shaped 
annulus with a width of 1.5 cm corresponding d to a ripple period of 1.5 cm) an a maximum 
radius of 1.65 cm. Four different rings were 
used, and their parameters are listed in Table 
i 

In addition to this basic tube, variations re- 
ferred to as Short Tubes #1-#3 were also 
studied to elucidate the role of the initial stage 
of the Long Tube. As is evident from Table 
2, the short tubes are variations of the sec- 
ond stage of the Long Tube. These short tubes 
have a start current in the range of the start 
current for the Long Tube. 

A typical mode pattern radiated by the Long 
Tube and measured 1.6 m from the output an- 
tenna is shown in Fig 3. The beam parameters 

used were 500 kV and 4 kA, and each data 
point was the average of 3 to 5 shots. The cal- 
culated TMol radiation pattern (Ref 4) for a 
total peak power of 500 MW is indicated by 
the solid line in Fig 3. For comparison, the 
data points were integrated numerically to 
yield a total power of 450 MW, in good agree- 
ment with the calculated mode pattern. Since 
the radiation pattern was found to be insensi- 
tive to slight changes in frequency, it was suffi- 
cient to measure the power density at the max- 
imum electric field in order to ascertain the 
total radiated power. 

Figure 4 shows the dependence of peak radi- 
ated power using the Long Tube on electron 
beam current. Each data point represents the 
average of 5 shots and the error bar represents 
the typical scatter in the data. The beam cur- 
rent was changed by varying the pressure in 
the spark gap switch and the applied voltage 
to the cathode. The A - I< gap and applied 
magnetic field were held constant for all shots. 
The results from Long Tube over a range of 
parameters are summarized in Table 3. 
In this parameter scan the measured frequency 
remained constant at 9.45 f 0.05 GHz. 

At beam currents above 4 kA air breakdown 
near the output window was observed. Time- 
integrated photographs showed a bright an- 
nular ring of plasma consistent with a TMol 
radiation mode pattern. In order to suppress 
the air breakdown, a gas bag filled with SF6 
was placed in front of the horn antenna. The 
amplitude and pulse duration from the crystal 
diode detector were observed to increase when 
the gas bag was used. Figure 4 shows the ef- 
fect of using a gas bag on the microwave power 
measurements. 

To elucidate the role of the prebuncher on the 
efficiency of the Long Tube, experiments were 
performed with various short tubes (parame- 
ters summarized in Tables 1 and 2). Sections 
of cutoff pipe were added to the modified tubes 
to ensure that the A - K gap and the tapered 
magnetic field at the end of the tube remained 
constant. The beam parameters were approx- 
imately 4 1cA and 500 kV, which were chosen 
to avoid air breakdown associated with the 
Long Tube. Data showing the peak output mi- 
crowave power generated by the Long Tube 
and the three short tubes are given in Table 
2. It is clear that none of the short tubes are 
as efficient as the Long Tube, and Short Tube 
#2 is the most efficient, with an efficiency of 
about 15%. Consistent with the lower relative 
powers indicated, air breakdown was never ob- 
served with the short tubes, even when they 
were driven at the highest input beam pow- 
ers. Beca~~se the growth rate of the RF fields 
must decrease with the difference between the 
beam current and the start current, it can be 
inferred from the RF pulse widths in Table 2, 
that the start currents for the Long Tube is 
between the start currents for Short Tubes #2 



and 7443. Therefore, the increased efficiency of 
the Long Tube is a result of the prebuncher 
and cannot be attributed to  the ratio of beam 
current to start current. 

TWOQUICI< (Ref 5) particle-in-cell (PIC) 
simulations provided a comprehensive picture 
of the prebunching of the electron beam in 
the initial section of the nonuniform ampli- 
tude slow wave structure. The results from the 
PIC simulations indicate that, in addition to 
the surface harmonic of the backward wave, 
the forward traveling volume harmonics may 
play an important role in the energy exchange 
process in the BWO. Based on these results 
it may be possible to design an uniform BWO 
where the forward traveling volume harmonics 
can serve the role of a prebuncher (Ref 6). 

3. PI-11OA Experiments 

The accelerator used in the UNM Long Pulse 
BWO Experiment is a modified Physics In- 
ternational Pulserad llOA. An 11-stage Marx 
banlc with an energy storage capacity of 2.75 
kJ is used as the main energy store and ini- 
tial pulse forming device in the accelerator. 
The Blumlein which previously followed the 
Marx bank has been replaced with an LC filter 
network. When erected, the Marx bank and 
the LC network together form a 2-stage pulse 
forming network (PFN). An equivalent circuit 
for this is shown in Fig 5. The pulse duration 
and impedance of the accelerator in this con- 
figuration are approximately 500 ns and 40 R, 
respectively. A balanced resistive voltage di- 
vider (not shown in the figure) has been placed 
between the Marx banlc and the LC network 
to monitor the Marx voltage. The electron gun 
immediately follows the LC filter network, and 
its configuration is nearly identical to the one 
on the Sinus-6. The cathode holder is stain- 
less steel and is curved to follow the magnetic 
field lines. At the end of the holder is a 2 cm- 
diameter carbon knife-edge tip from which an 
annular electron beam is emitted. Either 6 
or 7 field coils can be placed around the slow 
wave structure to  produce a guiding field for 

I the electron beam. The field strength on axis 
is typically 3.0 T .  After traveling through the 
slow wave structure, the electron beam follows 
the magnetic field lines to the beam dump, 
which consists of a section of stainless steel 
screen surrounded by a larger, concentric sec- 
tion of copper pipe that is lined with carbon 
on its inner surface. The microwaves that are 

I produced in the slow wave structure travel 
past the screen into another section of circular 

I waveguide, and then to a conical horn where 
they are radiated into an anechoic measure- 
ment area. 1 Two Rogowski coils are used to monitor the 
beam current, one around the cathode holder 
and the other to be located just upstream of 
the beam dump. In addition, a capacitive 
voltage divider has recently been installed 
just behind the first Rogowski coil to enable 

I 

measurement of the cathode voltage during 
experiments. To measure the microwave ra- 
diation, two different kinds of detectors have 
been used. One is a simple B probe which di- 
rectly measures the magnetic field intensity of 
the microwave radiation. The other detector 
is similar to the one presently being used on 
the Sinus-6 experiments. It consists of a small 
piece of a semiconductor material placed inside 
a short section of waveguide. Before the accel- 
erator is fired, a negative voltage ~ u l s e  having 
an amplitude of approximately 50 V and a du- 
ration of 100-120 ps is sent to the detector. 
When microwaves enter the waveguide and im- 
pinge upon the semiconductor, the impedance 
of the semiconductor changes, causing a ripple 
in the amplitude of the reflected voltage pulse. 
From the amplitude of the ripple the power 
density of the incident microwave radiation can 
be determined. 

Long pulse vacuum BWO experiments have 
begun using uniform slow wave structures. 
Initial results from these experiinents yielded 
microwave pulses with FWHM durations ex- 
ceeding 100 ns. Typical signals from the first 
Rogowski coil and the microwave detector (B 
probe) are shown in Fig 6. The radiated power 
was estimated to be about 10 MW. By posi- 
tioning the B probe at various angles with re- 
spect to the center axis of the horn, a crude 
map of the radiation was obtained and in- 
dicated that the radiation is emitted in the 
TMol mode. Frequency measurements have 
not been performed at this time. However, 
several PIC code simulations of the slow wave 
structure were performed and the results in- 
dicated a frequency of approximately 10 GHz. 
It should be noted that there was evidence of 
breakdown inside the slow wave structures on 
these shots. 

4. Technological Innovations 

The extension of microwave radiation in long 
pulse, high power BWOs beyond the typical 
100 ns timescale is dependent on technological 
innovations. Two innovations that are being 
studied as part of the program at the Univer- 
sity of New Mexico are ferroelectric cathodes 
and thin film metallic and ceramic coatings. 
Ferroelectric cathodes are potentially a new 
source of electrons for high power, electron 
beam-driven microwave devices. These cath- 
odes have the potential to extend the pulse 
duration of high power BWOs beyond the 100 
ns regime. Typically high power BWO exper- 
iments utilize explosive emission cathodes. 
These cathodes form plasmas which can ex- 
pand into the anode-cathode gap and hence 
cause a change in the diode impedance. Fur- 
thermore, plasmas and neutrals inherent to the 
explosive emission process can adversely affect 
the BWO interaction over time scales longer 
than 10's of nanseconds. Ferroelectric ceram- 
ics have the potential for providing sufficient 



current to operate a BWO without the above 
problems (Ref 7). 

Ferroelectrics are materials possessing a spon- 
taneous electric dipole moment when the tem- 
perature is below the Curie temperature and 
above the Curie-Weiss temperature. Since 
these materials have a spontaneous dipole mo- 
ment, ferroelectrics may be characterized by 
a bulk surface charge density which depends 
upon the magnitude and direction of the po- 
larization of the sample. These materials are 
promising as advanced cathode materials be- 
cause it is possible to liberate electron charge 
from the sample. The emission mechanism 
consists of the following sequence of events. 
The material is placed in a state very close 
to a phase transition. A large electric field is 
then applied across the cathode. If the electric 
field is of the proper polarity, a phase tran- 
sition occurs, causing the cathode to become 
paraelectric and forcing the spontaneous elec- 
tric dipole moment to zero. When the phase 
transition occurs, a large amount of surface 
charge remains momentarily unscreened on the 
surface of the cathode. This charge may be 
liberated as electrons. For example, the fer- 
roelectric lead lanthanum zirconate titanate 
(PLZT) has a surface charge of 55 mC/cm2, 
corresponding to about 1014 electrons/cm2. 
Furthermore, since the amount of unscreened 
charge is initially quite large, the emission en- 
ergy of electrons from the surface can lie in the 
kilovolt range. 

The ferroelectric experiment at the University 
of New Mexico consists of a ferroelectric sam- 
ple placed in the triode configuration shown in 
Fi 7. A circular grid 0.27 cm in diameter with 
20g  transmission forms the emitting surface 
on the top of the PLZT wafer. The thickness 
of the wafer is 0.33 mm and the grid and plate 
are separated by 2.7 cm. The cathode con- 
tact on the back of the wafer is grounded. The 
drive circuitry is also shown in Fig 7. A bias 
voltage, used to produce a preset dipole mo- 
ment in the sample, is applied to  the grid, and 
the pulsed coercive field is applied through a 
coupling capacitor. A DC voltage of up to 20 
kV is applied between the plate and the cath- 
ode contact. Current viewing resistors (CVRs) 
provide measurements of the grid current and 
plate current, while a current toroid and Ro- 
gowski coil have been used to measure current 
in the grid-cathode gap. Voltage measurements 
are obtained using resistive dividers. 

Preliminary results from these experiments in- 
dicate that the initial state of the ferroelectric 
clearly affects the electron emission process. 
Emission occurs only when the ferroelectric be- 
comes saturated. Electron charge on the order 
of 10's of milliCoulombs have been measured 
at electric fields on the order of 10 kV/cm. 
Ferroelectric cathodes compatible with high 
current accelerators are expected to be devel- 
oped during the course of this investigation. 

Finally, in an attempt to increase the thresh- 
old electric field for vacuum breakdown in slow 
wave structures, a quasi-DC experiment was 
performed to study the effectiveness of ion 
sputter-deposited thin film metallic and ce- 
ramic coatings on planar electrodes. Electric 
fields as high as 60 kV/mm were sustained 
across a 1 mm gap for pulse durations ap- 
proaching 10 ps. It is believed that electron 
emission was suppressed by the 500 nm thick 
coatings because whiskers were covered and 
localized field enhancements were minimized 
(Ref 8). 

Future trends in efficient high power microwave 
generation using vacuum BWOs will incorpo- 
rate new physics, such as carefully taking ad- 
vantage of the backward and forward propa- 
gating volume harmonics of the TMol mode, 
as well as technological innovation in the form 
of ferroelectric cathodes and novel thin film 
coatings. 
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Illustrations 

Table 1. Parameters of slow wave structure rims. 

Table 2. Summary of tube configurations. 

Tube Configuration Relative Crystal Diode Frequency 
Power Detector 50.05 [GHz] 

Pulse Width 
[ns] 

Long Tube A-A-B-8-B-C-C-C-D-D-C 1 .O 8.7 9.45 
Short Tube#I C-C-C-D-D-C 0.2 7.2 9.60 
Short Tube#2 C-C-C-C-D-D-C 0.7 7.7 9.50 
Short Tube#3 C-C-C-C-C-D-D-C 0.5 10.0 9.60 

Table 3. Summary of Long Tube results. 

Fig 1. Cut-away diagram of Sinus-6. (The var- 
ious components are described in the text.) 
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1. SUMMARY 
Over the past decade, development of the relativistic 
klystron amplifier (RKA) at NRL boosted high power 
microwave (HPM) technology by an order of 
magnitude. RKA has set world records in peak RF 
power generation. Using RKAs, microwave power in 
excess of 10 GW has been generated, at a frequency of 
1.3 GHz and with energy of 1 kJ per pulse. 

Even though the NRL RKA constitutes a major advance 
over previous HPM technology, practical applications 
continue to be limited by size, cost and immobility of 
the equipmen~ relatively low efficiency (35%); 
breakdown at high power level, particularly in the 
output gaps; and unfavorable power scaling at 
frequencies above 1 GHz. However, we developed 
plans for a new generation of RKAs that will leapfrog 
all of these limitations, providing a technology with the 
following characteristics: (1) Compact, cheap, and 
efficient. (2) Avoiding gap breakdown. (3) Equally 
efficient from .5 to 10 GHz (>75%). 

This development can be achieved by using two major 
innovations: 
(1) An annular "triaxial" RKA structure to modulate the 
electron beam. This innovation provides the desired 
power, frequency and compactness. 
(2) An inductively loaded wide gap to efficiently 
modulate the electron beam and to extract microwave 
with high efficiency (>75%), while avoiding breakdown 
and DC space charge limits. 

A triaxiaI RKA could also be designed with an 
impedance of 1 ohm or less, which could be ideal for 
matching to an explosive generator. Such a device 
would be sufficiently compact for use in a missile or an 
airborne bomb. The microwave output would be 
overwhelming (possibly > 1MJ). A single shot could 
irradiate an area hundreds of meters across, with 
microwave energy more than sufficient to wipe out 
electronics. This would pennit blackout of ships, bases 
or missiles. 

2. BACKGROUND 
The physics of intense relativistic electron beams 
(IREBs) is governed by the beam electric and magnetic 
self fields. There are many applications of lREBs that 
exploit these self fields; for example high power 
microwave W M )  genera~ion''~). The U.S. Department 

of Defense has an interest in this area of research and 
supported our effort for the last fifteen years. A new 
family of high power microwave generators, named 
Relativistic Klystron Am~lifier'~' / Oscillate*') 
(RKAlRKO), emerged from this research utilizing the self 
fields to modulate IREBs and to generate pulsed RF with 
peak power in the multi-gigawatt range. Moreover, we 
found (experimentally and theoretically) that these 
devices can operate in different modes: 
(1) An a~nplifier'~' with a gain of 50 dB and with phase 

stability of better than 2'. 
(2) An oscillator'% with a frequency agility of 10% 

between pulses and with fast tuning capabilities. 
(3) Low or high beam impedance (1 ohm - 200 ohm). 
(4) Short or long pulse duration (nanoseconds to 

microseconds). 
All of this can be achieved at frequencies equal or lower 
than 10 GHz and with an efficiency > 40% (the 
efficiency may reach 70% which is, theoretically, the 
highest efficiency of classical klystrons). 

In this paper we describe R W K O  devices with the 
characteristics outlined above. In chapter 1 we describe 
DC processes that govern IREBs in drift tubes and 
influence operations of RF tubes. In chapter 2 we discuss 
the RF characteristics of the two gaps used to modulate 
an IREB and extract RF power. Chapter 3 describes the 
physics of RKA/RKO devices and how they differ from 
classical klystrons. Chapter 4 describes an RKA of a 
tiaxial geometry. Chapter 5 describes a future frequency- 
agde RKO with a frequency bandwidth > 10%. Chapter 
6 presents some applications of the RKA technology. 

3. DC PHENOMENOLOGY 
In this chapter we describe the DC physics of propagation 
of Intense Relativistic Electron beams (fig. 1). A practical 
way to transport an un-neutralized IREB is to immerse it 
in a strong external axial magnetic field. We assume here 
that: 
(a) The focusing axial magnetic field is infinitely large. 
(b) The IREB is in equilibrium and its parameters are 

time independent 
(c) The electron flow is laminar and does not support 

virtual cathode and counter streaming electrons. 
(d) The drift region through which the IREB 

propagates is made out of infinitely conducting 
materials but it is axisymmetric in geomeby. 

(e) The self magnetic field is of little importance and 
does not affect IREB propagation. 

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)" 
held in Ottawa, Canada 2-5 May 1994. 
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Figure 1 Geometry and fields of a propagating 
IREB 

Under this assumptions one can calculate the potend 
energy e@ associated with IREB propagation and the 
kinetic energy of an electron E, in the E B .  

where, eVo is the injected energy of the electrons: 
(Y- l ) w 2 .  
The potential energy is found by solving simultaneously 
Poisson's and the continuity equations. For example, 
the height of a potential hill created by a stream of a 
thin annular electron beam with a current I,, propagating 
at a radius r, inside a smooth metallic drift tube of 
radius r, is 

where, v, is the streaming velocity. Equations 1 and 2 
can be solved numerically for v,. 
Some conclusions can be drawn from this analysis. 
(a) The potential energy increases (and vo decreases) 
when I, andfor (rJrJ increases. 
(b) When an axisymmeuic gap in the dnft tube is 
introduced, a potential hill is created in the gap 
preventing slow electrons from crossing the gap 
(electrostatic in~ulation'~ of high voltage gap), but, at 
the same time, reducing the electron kinetic energy. 
These effects have been observed experimentally and 
play important parts in the operation of RKARKO 
devices. 
(c) The potentid energy residing in the IREB is large 
and can reach a value e@(ro)=(y-~D)moc2, which is 

larger than the lunetic energy &=(y- l)m&=(y'D- 1 )m6~  
We showed3' that the large potenual energy helped in the 
modulation process of IREB but that RF energy could not 
be extracted from this potential energy. Since gaps are 
used in RKA/RKO to modulate an IREB and to extract 
RF energy from the modulated IREB, it is very important 
to design them so as to take into account the above two 
effects. 

Two geometries for gaps have been used in RKA/RKO 
devices: 

Figure 2 Narrow and extended gap geometries 

(a) A narrow gap (fig. 2 top) with a length smaller than 
a quarter of a wavelength. Its precise length is a 
compromise between a long gap needed for electrostatic 
insulation and a short gap needed for reducing the 
potential energy. This length was found by trial and error 
and it is typically (for the high power L-band RKA 
discussed below) 2 cm. In an extraction gap of such a 
length an electron beam of a current of 30 kA and an 
energy of 1 MeV will have 30% of the total energy in 
potential energy. This energy can not be converted to RF 
energy and is lost as heat and X-rays. 
(b) An extended-interaction gap with a length equal or 
larger than half a wavelength. To reduce the potential 
energy in an electron beam propagating through a long 



1 gap we stacked the gap with thin grounded metallic 
washers (Fig.2 bottom). The presence of the washers 
was to increase the so called limiting current or, 
alternatively, decrease the potential energy residing in 
the beam. The reduction in the potential energy is 
accompanied by an increase in the kinetic energy. Since 
the washers are connected inductively to ground, the 
gap RF field is not affected. 

4. CHARACTERISTICS OF RF GAPS. 
In order to generate a high RF power RKA/RKO 
devices have to handle large DC currents. This is being 
achieved by using an annular IREB that propagate close 
to the drift tube walls. In this geometry the potential 
energy (and the kinetic energy) changes considerably 
with small changes in any one of the experimental 
parameters i.e. 

0 
= 0 (PARAMETER) 

(3) 
a 0  /a(PARAMETER ) 

The larger the potential energy is, the more sensitive it 
becomes to changes in the experimental parameters. 
This property is unique to R-0, however, it does 
not require IREBs, as it can be also achieved with a 
mildly relativistic intense electron beam. 
When an RF voltage superimposed on the gap, 
electrons will gain and lose velocity, not only from the 
RF field but also from changes in the potential energy. 
The potential energy during the acceleration phase will 
decrease with further electron acceleration. The 
potential energy will increase during the deceleration 
phase with a further slowing down of electrons. At the 
limit of a sufficiently high RF voltage at the gap, the 
increase in potential energy during the deceleration 
phase will be so large as to cut momentarily beam 
propagatation (the gate effect!3'). 

In most klystron-like devices the RF voltage applied on 
a gap is unidirectional, and the gap length has to be less 
than a quarter of a wavelength to be effective in bearn 
modulation. This sets limitations on the voltage and 
frequency that can be applied on the gap. We are 
investigating different cavities in which the gap length 
is more than half a wavelength (Fig. 2 bottom). Here, 
the gap elecmc field is bi-directional. Due to finite 
transit time electrons will "see" mostly a unidirectional 

beam with high efficiency. 

The gaps and cavities have been chosen so as to 
accomodate a large diameter annular electron beam. In 
the past we have used coaxial cavities. In this geometry 
the wavelength was proportional to the beam diameter, 
which in turn was proportional to the current. Hence, the 
RF power was proportional to the wavelength (or even to 
the wavelength to the power of n>l). Lately we have 
found that this power law does not exist in triaxial 
cavities. In the future, triaxial cavities will be used for 
RKA/RKO. These maxial cavities can support many RF 
modes, most of them being dangerous to the RKA 
operation. The TE modes will not be excited if high 
tolerance in the symmetry of the experimental parameters, 
such as geometry, electron beam, and magnetic field can 
be maintained. Two additional modes can be excited in 
the system (figure 3). These modes combine the separate 

elecmc field. ! ............. : -.......-.-...---.-.---- 

As stated earlier, the long gap is stacked with thin 
metallic washers. The purpose of the is to Figure 3 SUPERFISH simulations showing different 
neutralize the DC space charge of the beam, while modes in the uiaxial RKA. The radial 
sustaining the longitudinal RF field which couples the electric field vectors in the coaxial cavities 
beam to the cavity, or extracts RF energy from the are parallel (top) and anti-parallel (bottom). 

beam. With appropriate choice of RF mode, it appears 
that a gap width exceeding half a wavelength can be 
used for high frequency modulation of IREBs, as well 
as for extraction of RF energy from the modulated TEM coaxial modes in each of the radially opposing 



cavities. The two modes differ by the reiative directions 
of the radial elecmc field vectors in two radially 
opposing cavities; parallel or anti-parallel. The RF 
power of one mode, for which the radial elecmc field 
vectors are parailel, will leak out from the gaps to the 
drift tube as a propagating TEM mode. This mode is 
not useful to modulate an electron beam and can be 
harmful to the RKA operation. The other mode 
combines the two coaxla1 elecmc field configurations to 
generate a TM mode in the dnft tube. This TM mode 
is below cutoff and can be used to modulate the beam. 
At fiist glance the two modes seem to have the same 
resonance frequency and can exist simultaneously in the 
triaxial RKA. However, using the SUPERFISH 
computer code we found that this degeneracy was 
removed due to a different gap capacitance associated 
with each mode. The resonance frequencies of these 
modes differ by 20 MHz, and since the RKA is an 
amplifier, the external RF source can be tuned to 
generate the required electric field configuration. 

5. THE PHYSICS O F  RKA/RKO (LINEAR 
PICTURE) 

The bunching mechanism of an electron beam of 
anyenergy and current occurs after a velocity 
modulation was imposed on the electron beam, and 
after propagation through a drift region. The modulation 
of the electron beam can be described as an interference 
of two space charge waves that are excited by the RF 
voltage. At low current, the dispersion relation curves 
of these waves are syrnetric with respect to the beam 
line w / k v ~ l ,  k=2fi. At high current level, where the 
electric self field of the beam is large, the dispersion 
relation curves are not symemc with respect to the 
beam line. This asymetry makes the bunching 
mechanism for RKAs unique and novel. The RF current 
and voltage at a distance z from the exitation point are: 

Where V,, is the applied RF voltage, O=oSz//3,,c, and 
a, p, 6, and E,(<O) depend on the experimental 
parameters. Using the relativistic Tonk's theoremtn 
together with equation 4 one gets 

where, El and H, are the RF electric and magnetic field 
componnents and S is the drift tube cross section. 
The above relationship means that during IREB 
propagation dc energy is converted to ac kinetic energy, 
which in turn is converted to electromagnetic energy, so 
as to maintain power conservation. 

In contrast, for a low density classical electron beam 

eq.5 will become 
fE,xH,dS =O (6) 

Theory and particle simulations were performed, showing 
that even at the non-linear region, the IREB modulation 
is strongly affected by the self electric field in a way to 
increase the amplitude of the electron bunches. 
Experiments showed full electron beam modulation at 
frequencies of 1.3 and 3.5 GHz. 

It is well known that RF power can be exmted from 
modulated elecrm beams. We will now describe the 
operation of high power RKAs. 

5.1. The NRL RKA operation at a frequency of 13 
GHz. 

The present high power RKA at NRL consists of four 
parts (Fig. 4): 
1. A source that generates an IREB. The electron beam 
is annular in shape, 13.2 cm in diameter, and 0.4 cm 
thickness. An external axial magnetic field, Bz=10 kgauss, 
focuses and guides the electron beam in drift regions that 
are evacuated to a base pressure of 1Q5 Torr. 2.B 
second part of the device is a multi-mode coaxial cavity 
that is loaded with RF energy from a 500 kW RF source 
for a duration of 1.5 microseconds. The stored energy 
generates an oscillating gap voltage with an amplitude of 
30 kV and with a 1.3 GHz frequency. Current modulation 
appears after the electron beam propagates through the 
cavity. At any point z downsueam the amplitude of the 
modulation is 

3. The third part of the RKA is a coaxial cavity that 
is placed downstream. The gap of the cavity is positioned 
at a place for which I, is maximum (=1.5 kA). The cavity 
has a characteristic impedance of 10 ohms and its length 
could be varied under "hot" operation (i.e. a mechanically 
tuned cavity). The mutual interaction between the cavity 
and the partially modulated electron beam results in 
boosting the RF current amplitude in the beam to at least 
17 kA. 

4. The last part of the device is an RF converter, 
transforming the electron kinetic energy into an RF pulse. 
Reproducible RF pulses with peak power of 6 GW and 
140 nsec duration, have been generated Higher RF 
pukes, of peak power > 15 GW were also obtained4. 
However, the operation at the high power level was 
enatic in natm'. We showed7 that these power levels are 
upper limits for an RKA with the geometry shown in 
figure 1. 

5.2. High frequency RKA'. 
At NRL, we have attempted to scale the RKA operation 
to frequencies of 3.5 GHz and 9.4 GHz. We found that 
the output power scales as the (wavelengthy where n>l. 
At 3.5 GHz we demonstrated full modulation of the 
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Figure 4 Schematics of the High Power Relativistic Klystron Amplifier. 
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Figure 5 Comparison of coaxial RKA (old) vs. triaxial RKA (new) in propagation, modulation and RF extraction 
(from left to right). 

intense electron beam with excellent phase stability, but increased to >60%, but only for a duration of 50 nsec. 
the extracted RF power level was around 10% of the 
DC beam power. When an additional passive cavity The 9.4 GHz RKA did show beam modulation, but 
was inserted in the RF structure, in front of the operated erratically even at low power (c 500 MW). 
converter, and was tuned to the 3.5 GHz, the efficiency These experiments clearly show the limitations of the 



present coaxial RKA geometry: 

53. Limitations of coaxial RKAs. 
During the last three years we have investigated the 
enatic behavior of RKAs at high power and/or high 
frequency. We found many effects that contribute to 
this behavior. For example: 
(1) Beam loading of high voltage gaps influences the 
effective gap length, the resonance frequency, and the 
"Q" of the cavities. 
(2) Alterations of the electrical and magnetic properties 
of stainless steel under intense x-ray bombardment, 
strong quasi-DC magnetic field, and high power RF 
electromagnetic energy. The stainless steel was used as 
a construction material of the RKA. 
(3) Emission of electrons from surfaces subjected to 
high RF electric field. 

These and other problems led us to the conclusion that 
we have reached the power and frequency limits of the 
present coaxial RKA. Any further improvement of 
operation should involve radical modifications of the 
RKA. 

6. NEW DEVELOPMENT - THE TRIAXIAL RKA9 
We are now conducting research in the RKA 
technology with a goal of achieving operation at high 
power and with high efficiency. A geometry for RKA 
which can handle higher DC power and generate higher 
RF power is a triax. In this geometry the annular 
electron beam is surrounded on the outside and inside 
by metallic structures. Figure 5 compares the "new" and 
"old structures. One can see two major differences 
between the two structures: 1. The presence of a 
grounded conductor inside the electron beam can 
increase the propagating beam current by a factor of 
two (since the so called limiting current is twice as 
high). 2. The new RKA can be of a large radius, since 
the cutoff wavelength does not depend on i t  The 
shortest wavelength that can be generated is equal to 
twice the separation between the inner and outer 
snuctures (which can be very small - of the order of 
1 cm.). A large diameter RKA can handle a large 
diameter elecmn beam of high current and a high 
power. Theoretically, there is no limitation on the 
current and power handling capabilities of the new 
RKA, and the output power is independent of the 
frequency (as long as the wavelength is larger than 
twice the separation between the two structures). 

The critical parts of the new RKA are: (1) A high 
voltage pulse generator. (2) A diode. (3) Magnetic field 
coils (to confine the electron beam), and (4) The RF 
structure. Figure 6 shows schematically the new 
Triaxial RKA operating in a single pulse mode. It 
consists of a Marx generator (marked 1 in fig. 6) 
charging a Blumlein transmission line of 7 ohm 

impedance and electrical length of 140 nsec. (marked 2). 

The electron beam emerging from the diode will be of 
500 kV voltage and of 70 kA current (total power 35 
GW). It will. be confied and guided by magnetic field 
coils (marked 5 in fig. 6). 

The RF structure surrounding the electron beam consists 
of an annular drift tube, in which four gaps feeding 
coaxial cavities (with the same resonance frequency) are 
inserted (marked 6-9 in fig. 6). One of this cavities 
(marked 6) is energized by an external RF source. (The 
uiaxlal RKA is in the construction stage. Parts 1 to 4 
were built and are being tested. One magnetic field coil 
was purchased. We hope to finish the construction in a 
few months). 

Using a large diameter intense relativistic electran beam 
can give us a better control of the length of the RKA, 
especially at high frequencies. From the RKA equations 
one can find that a large diameter annular intense 
relativistic electron beam is necessary for a non-vanishing 
length of a high frequency RKA. The length of an RKA 
is of the order of 

where c is the beam velocity, 6 and up depend on the 
DC beam parameters and on the geometry. Typically 
1< 6 c2 and ap is proportional to A/R, where A is the 
width of the annular channel inside which the beam 
propagates and R is the beam radius. Hence, the 
requirement will be for small A and large R so as to 
have L of the order of 10 cm or larger. For such 
parameters the beam RF impedance will be around 1 
ohm. This low impedance will necessitate new kinds of 
cavities and HV gaps. 

The interaction between the IREB and the cavities of the 
uiaxlal RKA at a frequency of 1.3 GHz was modeled 
using a simulation code and was discussed in an earlier 
paper. Similar  calculation^'^ were performed at 11 GHz 
to confm the high frequency capabilities of the triaxial 
RKA. The geometry shown in fig. 7 consists of an 
annular channel in which two coaxial cavities were 
inserted. These cavities were tuned to a frequency of 11 
GHz. A 30 kA IREB of 10 cm radius propagated inside 
the channel. RF power was pumped into the cavity at 11 
GHz and an oscillating voltage of 50kV amplitude was 
established across the gap. At 20 cm downstream the 
current profile was 

The calculations are in excellent agreement with the RKA 
theory. 



Figure 6 Schematics of the Triaxial RKA. 

7. A FREQUENCY-AGILE RELATIVISTIC 
KLYSTRON OSCILLATOR (RKO) 

A frequency tunable klystron oscillator was first built in 
the 1940's. The device consists of two cavities 
uaversed by an elecuon beam. RF feedback channel 
connected the two cavities. The device was brought into 
oscillation when the real part of sum of the circuit 
admittance and beam admittance was < 0. The 
frequency of oscillation was determined by equating the 
imaginary part of the total admittance to zero. Beam 
admittance depended on the transit time, and hence, on 
the velocity of the electrons and the distance between 
the cavities. These early devices utilized changes in 
beam voltage for change in transit time to induce 
frequency tuning. 
A frequency agile RKO utilizes an IREB with a high 
potential energy. The potentla1 energy can be varied by 
a change in geomemcal parameters, such as beam 
radius (Eq. 1). This in turn changes the kinetic energy 

of the electrons and their transit time. 

A local change in the axial magnetic field can compress 
or de-compress the radial dimension of the IREB at the 
region between the two cavities. This in turn changes the 
electron velocity and the transit time, resulting in a 
frequency shift. The schematic of a frequency-agile RKO 
is shown in Fig. 8. Here, two coaxial, quarter-wavelength 
cavities are connected back to back by inductive loops. 
The inter-gap distance is about half a wavelength. An 
annular IREB propagates through the two gaps. An axial 
magnetic field focuses the beam and an additional 
magnetic field is used to compress and decompress the 
IREB in the inter-gap region. The admittance of the 
elecmcal circuit is, 

where & is the characteristic impedance of the cavities. 
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Figure 7 Computer simulation of an RKA operation 
at a frequency of 11 GHz. Beam current 
30 kA and electron energy 500 keV. .(top) 
geometry of simulation. (bottom) 
Modulated current. 

The electronic admittance is, 

where, a, p, 6, and L are parameters depending on the 
geometry and beam current and voltage. As mentioned 
before the frequency is determined by equating the sum 
of the imaginary parts of the admittances to zero and 
the start of oscillation occurs when the sum of the real 
part of the admittances is less than zero. Varying the 
intensity of the auxiliary magnetic field will change 

Equations 9-1 1 can be solved numerically. For example, 
Fig. 9 shows an S-band RKO frequency tuning curve as 
a function of the intensity of the inter-gap magnetic field. 
Beam voltage 250 kV, current 4 kA, and inter-gap 
spacing of 6 cm. 

A somewhat similar device was built by us in 1983 in 
which the tuning mechanism was successfullyinvestigated 
for IREB modulation at a frequency of 300 MHz. 

Figure 8 Simple cavity (top) and equivalent circuit 
(bottom) 

8. APPLICATION OF RKAs. 
Even though the ongoing research in RKA/RKO was 
geared for generating high peak RF power ( >10 GW, 
>lkJ/pulse), the research revealed that these devices can 
also operate in different modes, such as : 
(a) high frequency: f = 10 GHz 
(b) high efficiency: ~ 5 0 %  
(c) rep-rated: 
(d) frequency agility: 
(e) long pulse duration: 
(f) low or high beam impedance: 

For applications, factors such as weight, cost, reliability, 
ease of operation, etc. have to be looked at and compared 
with existing technology. RKPJRKO can be used as a 
HPM weapon source to blind (?I drones and satellites, 
disrupting the operation of cruise missiles. In a more 
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Figure 9 Frequency tuning with magnetic field for 
a 250-keV beam 

exotic application, an RKAIRKO can be an ideal match 
load to an explosive generator power source. In yet 
another application, an RKA can power a high-gradient 
particle accelerator. We have already built an electron 
accelerator with an average voltage gradient of 60 
MVImeter accelerating 200 A of electrons to 60 MeV. 
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An ultra-short pulse, millimeter-wave free electron 
maser experiment is currently underway at UC Davis 
and Lawrence Livermore National Laboratory. A 8.5 
kG, 30 mm period helical wiggler is used to 
transversally accelerate a train of one hundred 5 MeV, 
0.25 nC, 1 ps duration micro bunches synchronously 
energized by a 20 MW, X-band photocathode RF linac. 
The photocathode is irradiated by a burst-mode, UV 
laser system which produces up to 100 pulses at 207 
nm, with an energy of 10 mJ per pulse, and a pulse 
duration of 200 fs, at a repetition rate of 2.142 GHz. 
This system includes a 400 fs jitter synchronously 
modelocked AlGaAs semiconductor laser oscillator 
which is amplified by an eight-pass Ti:A1203 chirped 
pulse laser amplifier. The output of this amplifier is 
subsequently frequency quadrupled into the UV. 
Because the electron micro bunches are shorter than 
the radiation wavelength, the system coherently 
synchrotron radiates and behaves essentially as a 
prebunched FEM. In addition, by operating in a 
waveguide structure at grazing, where the bunch axial 
velocity in the wiggler matches the group velocity of the 
electromagnetic waves, one obtains output radiation 
pulses which are extremely short, and have greatly 
enhanced peak power. The device operates in the TE,, 
mode of a cylindrical waveguide, and will produce up to 
2 MW of coherent synchrotron radiation power at 140 
GHz, in a 15 ps FWHM pulse. The -3 dB instantaneous 
interaction bandwidth extends from 125 GHz to 225 
GHz. The output pulse is chirped over the full 
interaction bandwidth. One of the major potential 
applications of such a device is an ultra-wideband 
millimeter-wave radar. 

List of Symbols 

E, axial electric field 
P normalized particle velocity 
6, normalized group velocity 
Y normalized particle energy 
X wavelength 
Az bunch length 
AT pulse duration 

bunch charge 
power 
peak current 
speed of light 

1 Introduction 

Ultra-short, high power millimeter-wave and far infrared 
pulses of coherent radiation have numerous 
applications ranging from chemistry and solid state 
physics, to the next generation of ultra-wideband radar 
systems. Theoretical investigation of the waveguide 
interaction in a helical, pulsed wiggler of a micro bunch 
which is shorter than a radiation wavelength [I ,2] has 
demonstrated distinct sets of characteristics. The first 
well known case includes the Doppler upshifted, and 
downshifted interactions, where the output pulse width 
is dominated by the slippage length [3] between the 
electron bunch, and the electromagnetic wave. In the 
case of two distinct interaction frequencies, the Doppler 
upshifted and downshifted interactions are given by 

while the corresponding pulse durations are governed 
by the slippage times which are evaluated as follows 

The alternate case, which is the grazing interaction, 
occurs when the waveguide dispersion relationship is 
utilized to match the group velocity of the 
electromagnetic wave to the axial velocity of the electron 
bunches. In this configuration, slippage is equal to zero 
and the output pulse duration is expected to be 
considerably shorter. Indeed, in the grazing case, the 
pulse length is shortened, because of the extremely 
wide instantaneous bandwidth of the interaction. In this 
case, the output RF pulse is chirped, and the pulse 
length is dominated by the waveguide dispersion 
relationship. The pulse duration can be estimated as 
follows 

The waveguide dispersion relationship showing the two 
interaction regimes is shown in Fig. 1. 

Currently, a dielectric loaded FEM structure is being 
theoretically investigated, which can produce yet shorter 
RF pulses, since the grazing interaction can be met at 
an inflection point of the dispersion relation [4]. In this 

aP case, the group velocity dispersion 2 becomes zero, 

and the only limitations remaining on the ultimate output 
pulse duration correspond to higher-order corrections. 
The interaction within the dielectric loaded rectangular 
waveguide structure is shown schematically in Fig. 2. 
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2 Multibunch X-Band Photoiniector 

The multibunch photoinjector currently under 
development at LLNL is a 1 112 cell, standing wave 
p-mode structure, operating at 8568 MHz. The gun 
design is optimized through the use of the LANL codes 
SUPERFISH and PARMELA [5] to achieve a normalized 
emittance of < 5 ?r mm-mrad. The RF source is a 20 
MW, SLAC Klystron with pulse characteristics of 2.5 ps 
pulse length, and a 1 Hz repetition rate. Electron 
bunches are produced by a train of UV laser pulses 
spaced by 467 ps (every fourth RF cycle) striking a high 
quantum efficiency (-5%) Cesium Telluride 
photocathode [7]. These micro bunches are quickly 
accelerated by the high electric field at the cathode 
surface of the half cell [6]. The laser system which 
produces the UV laser pulses is based on a gain 
modelocked AlGaAs diode laser oscillator, operating at 
829 nm with a multiple quantum well saturable 
absorber, and driven by an RF signal which is actively 
synchronized with the klystron RF pulse. The timing 
jitter of the laser system is 400 fs. The 200 fs pulses 
produced by the laser system are subsequently 
amplified to I00 FJ by a Ti:AI,O, chirped pulse 
amplifier, and frequency quadrupled into the UV. The 
overall system arrangement is shown schematically in 
Fig. 3. By irradiating the photocathode with a train of 
laser pulses, locked to the phase of the standing wave 
RF within the accelerator cavity, a train of micro 
bunches are produced with the advantageous 
characteristics of reduced charge per bunch, and 
increased overall charge of the bunch train. Typically, 
the coherence factor of radiation spectral power density 
scales as 

exp [- (F) 2]. 

while the radiated power scales quadratically with the 
bunch charge q through the relationship 

This multi-bunch scheme directly applies to the FEM 
application, where reduced bunch charge improves 
space charge degradation of the bunch, as it travels 
through the wiggler, and where the synchrotron 
radiation from each micro bunch coherently contributes 
to the power of the output pulse. A proof-of-principle 
experiment has also demonstrated a scheme where 
multiple electron bunches can be produced by using a 
metallic photocathode as an integral mirror in an optical 
cavity [8]. For the experimental parameters described in 
Table 1, the normalized spectral power density for the 
grazing case is shown in Fig. 4. The temporal. 
characteristics of the output pulse is shown in Fig. 5. 
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SUMMARY 

Systems such as Pockels Cell drivers and UWB radar 
require electrical pulses of <200ps rise-time and 
amplitude of IOkV or greater into 50 ohms. Desired 
p.r.f.'s may be 5OkHz or higher in burst mode. The output 
rise-time of high power and p.r.f. capable pulsers is 
generally of the order 2-20ns, and ferrite-loaded coaxial 
lines are one means of reducing the leading edge 10-90% 
rise-time to the order of 100-200ps. 

The development of the fast-rising leading edge in ferrite 
lines is due to the non-linearity of the magnetic medium, 
and the consequent formation of an 'electromagnetic 
shock front' at the pulse leading edge. Over the past 
decade, the use of magnets to bias the ferrite has been 
found to improve output rise-time and amplitude 
characteristics considerably. Steady-state analyses made 
by Soviet analysts in the 1960's do not explain the 
magnet-biased ferrite line characteristics, and a 
numerical approach will be presented which shows how 
the microwave characteristics of the ferrite may be 
combined with the TEM transmission line equations to 
model electromagnetic shock wave propagation in such 
ferrite-loaded lines. It now appears reasonably clear that 
ferrite lines may be effectively modelled and designed in 
terms of parameters including the ferrite saturation 
magnetisation, and the dimensions of the line and the 
ferrite beads. Second order effects such as conductor and 
dielectric losses may also be taken into account if 
required. 

1. INTRODUCTION 

The phenomenon of pulse sharpening which may occur 
along ferrite-loaded coaxial lines has been exploited 
since the 1950's. The combination of ferrite lines - 
'shock lines' - with relatively slow primary switches such 
as thyratrons can give sub-nanosecond rise-times, with 
applications including Pockels cell drivers, e-beam 
drivers, and ultra wide-band radar systems. Ferrite lines 
have generally been operated using a d.c. current bias 
passed along the coaxial centre conductor, making their 

operation analogous to that of a single-turn coaxial 
magnetic switch, albeit one in which switching times are 
short relative to transit-times through the device. 
Reported output amplitudes and rise-times had been 
gradually developed from around 2ns@lOkV in 1981 [ l]  
to 500ps @250kV in 1982 [2] and 300ps @70kV in 1990 
PI .  

This relation to magnetic switch operation initially makes 
an explanation of the pulse sharpening process in terms 
of the non-linear B-H properties of the ferrite cores 
appear attractive. The slope of the B-H curve would give 
the phase velocity in the line as a function of the 
instantaneous current amplitude, and so the development 
of the propagating waveform with time could be 
assessed. However, the analysis breaks down because of 
the inevitable conclusion that the higher amplitude parts 
of the wave must catch up with the lower amplitude 
parts, implying that the wavefront becomes infinitely 
steep. This cannot actually occur because of the finite 
relaxation or switching time of the ferrite magnetisation, 
and it was shown in the early 1960's [4,5] that, analogous 
to the well-known 'sonic boom' in air, a 'shock front' will 
develop at the leading edge of the propagating pulse, 
which represents the limiting ferrite switching profile 
subject to the shock front amplitude. The rise-time 
across such a shock front may be related to the amplitude 
of the input pulse and the ferrite switching coefficient in 
an elegant closed-form analysis, and the effective 
propagation velocity of the shock front may also be 
calculated. However, while this approach enables the 
observed rise-times in d.c. current biased lines to be 
accounted for quite well, the necessary line length for a 
shock front to develop to maximum amplitude and 
minimum rise-time can only be assessed very 
approximately. The development of d.c. current-biased 
ferrite lines to give output pulse voltages of 50-200kV at 
rise-times of 300-500ps [2,3] has therefore been on a 
somewhat empirical basis. 

The usefulness of the ferrite line pulse sharpening 
technique at relatively low voltages was considerably 
extended when Dave Parkes of DRA Malvern discovered 
that bar magnets placed around a d.c. current-biased 
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ferrite line operating at lOkV into 5Oohms could reduce 
the output rise-time from around Ins to the order of 
200ps. Investigations of this striking effect led to various 
conclusions, amongst which are that the d.c. current bias 
is largely superfluous in conjunction with magnets, that 
the magnets are of most importance towards the output 
end of the ferrite line, and that the toroidal ferrite beads 
most susceptible to the effect are physically rather small, 
and generally of extremely square-loop characteristics, as 
used historically in computer memory devices. The use 
of a solenoid to bias the ferrite line axially has been 
found to give similar results to the use of magnets. It 
turns out that the observed rise-times in magnet-biased 
lines cannot be accounted for in terms of the 
magnetisation reversal behaviour assumed in the above- 
mentioned shock front theory. A particular characteristic 
distinguishing the effects of magnet or solenoidal bias 
from d.c. current bias is that the shock front waveforms 
tend to show oscillations after the initial rising edge. 
Together with the low-loss, square-loop characteristics of 
the MgMn composition memory beads, and the 
predominantly axial alignment of the bias fields, this led 
to the suggestion that the extremely fast rise-times 
occurring might relate to the stimulation of gyromagnetic 
precession behaviour in the ferrite similar to that 
exploited in non-reciprocal microwave devices such as 
circulators and isolators [6]. 

These observations led us into the process of 
development of a novel model for the estimation of pulse 
propagation and rise-time in ferrite lines. Given the 
doubtful utility of the standard B-H curve and small 
signal permeability ferrite characteristics, it was 
important to deal with 

(a) the fundamental magnetisation mechanisms 
involved in the generation of the extremely fast 
output rise-times, and 

(b) how to link these pulse magnetisation 
processes with an analysis of the TEM wave 
propagation process which must occur in the 
coaxial transmission line. 

Our present objectives under a current contract may be 
summarised as follows: 

* theoretical elucidation of observed phenomena 
* comparison and development of experiment and theory 
* establishing rise-timelvoltage characteristics and limits 
* development of line design and construction techniques 

This paper briefly outlines the theoretical model evolved 
to describe ferrite line behaviour [7], and then describes 
some of our experimental progress in generating fast 
pulses using magnetically biased ferrite lines [S]. 

Implementation of practical systems at high p.r.f.'s 
requires consideration of thermal management issues in 
particular. The shock front development process involves 
absorption of energy from the input pulse leading edge, 
which then dissipates as heat, having a first-order effect 
on line behaviour due to the temperature-dependence of 
the ferrite magnetic properties. Inhibition of corona by 
the use of suitable dielectrics is also of major importance. 
One aspect of magnet-biased ferrite lines is that the 
shock fiont waveform is intrinsically oscillatory. With 
regard to applications where overshoot may be 
intolerable, investigations are being made into the effects 
on the shock front profile of lossy dielectrics and of 
conductive ferrite types. 

2. FERRITE LINE MODEL 

The exploitation of the non-linear properties of ferrites in 
transmission lines as a means of pulse sharpening was 
probably first outlined by Katayev in a 1959 patent, and 
'Electromagnetic Shock Waves' (1964), also by Katayev 
[5], remains almost by default the standard work on the 
subject. The essence of pulse sharpening action in shock 
lines is somewhat analogous to the steepening of sea 
waves as they run into shoaling water. The ferrite non- 
linearity causes an increase of TEM phase velocity with 
pulse amplitude, and, as the input pulse travels down the 
line, a narrow fast-switching or 'spin-reversal' region 
develops at the pulse leading edge, generally termed the 
'shock front'. The technique has been characterised by 
Oicles [9] as one of 'pulse carving', in that the process of 
generating the fast rise-time leading edge involves 
erosion of the waveform profile by progressive energy 
absorption into the medium. 

2.1 Gyromarrnetic theory 

An explanation of the fast rise-time properties of magnet- 
biased ferrite lines arose from the realisation that the bias 
may saturate the ferrite magnetisation axially. The effect 
of the pulsed circumferential H-field in addition to the 
static bias field is then to cause coherent rotation of the 
magnetisation from axial to near-circumferential 
alignment. This suggested that the ferrite pulse 
behaviour might be best described in terms of damped 
precession of the molecular level magnetic dipoles 
around the net applied magnetic field. 

At an atomic level, the orbital electrons have a quantised 
level of spin, which gives the electron quantised levels of 
both angular momentum and magnetic moment. In 
ferrimagnetic materials, the vector combination of the 
electron spin alignments across the entire molecule 
results in a net and permanent value for the angular 
momentum and magnetic moment terms. Short-range 
spin coupling forces mean that this net magnetic dipole 
moment behaves as a vector quantity of fixed amplitude 
which varies its orientation subject to applied fields. 



(a) precession of M around H due to M x H term 

(b) spiral of M towards H due to additional M x M x H term 

Fig. 1 Landau-Lifshitz model of magnetisation 
vector rotation. 

Subject to external bias fields sufficiently strong to 
overcome internal forces and saturate the material, the 
bulk (macroscopic) magnetisation behaviour and the 
molecular level magnetisation behaviour may become 
essentially equivalent. Under these conditions the 
Landau-Lifshitz (L-L) form of dynamic magnetisation 
equation is appropriate; 

where the vector terms M and H represent the material 
magnetisation and the applied magnetic field in three 
dimensions. M, and y are the ferrite saturation 
magnetisation and gyromagnetic ratio respectively. The 
M x H term in Eq. 1 represents precession of M around 
H, while the M x M x H term represents the rotation of 
M towards eventual alignment with H. This process is 
indicated in Fig. 1. 

1 The gyromagnetic ratio is the ratio of the electron spin 
magnetic moment to the angular momentum, which 

I controls the magnetic dipole's dynamic response to an 
I 

- applied magnetic field; for all ferrites this is effectively a 

I 
constant, given by y = -1.76* lo1 (rads/sec/Tesla). 

I 
The relative magnitude of the M x M x H 'damping' term 
is given by the magnitude of the damping factor, a. 

The magnitude of both pulsed and bias fields, in the 
range 10-100kA/m, means that detailed low-amplitude 
B-H curves are superfluous to the pulsed magnetisation 
description [ 5 ] .  Initially, we envisaged that the shock 
front wavefronts observed in axially biased ferrite lines 
would be explained in terms of the above magnetisation 
equation for the ferrite, with the pulsed I/2?cr field term 

due to the coaxial current stimulating precession of M 
around the static axial bias field during the progressive 
alignment of M with the net H-field existing at peak 
current. The coupling of the L-L equation to the 
transmission line equations follows in section 2.2. 

2.2 Transmission line equations 

Since the transmission line being analysed is coaxial, 
there is no doubt that the principal mode must be TEM, 
and so there was no compelling reason to propose 
magnetisation modes other than axysymmetric. 
Maxwell's equations may be written down in differential 
form for the propagation of one-dimensional plane waves 
along the z-axis as 

and 

where the x-and y-axes represent the circumferential and 
radial directions respectively. Since B may be written as 

it is useful to write Eq. 2 as 

where will be found fram the L-L equation. 
dt 

Rewriting Eqs. 3 and 5 with Ey and Hx in terms of 
voltage and current gives 

and 

where Lo and Co represent the coaxial inductance and 
capacitance per-unit length, and b is the radial thickness 
of the ferrite. For numerical solution, discretisation will 
be into elements of Az; the discretised equivalent circuit 
for Eqs. (6) and (7) is then shown in Fig. 2(a). The 
voltage sources V1 ..Vn represent the rate of change of 
circumferential magnetic flux, calculated for each section 
from the product of d&/dt with the ferrite cross- 
sectional area, bAz. We have found that a direct time- 
stepping solution of the network of Fig. 2(a) is 
unsatisfactory, due to the natural oscillations which occur 



(a) equivalent circuit-based 

(b) transmission line element-based. 

Fig. 2 Coaxial transmission line models 

in the L-C loops. It is therefore advantageous to replace 
each linear L-C pair by a linear transmission line section 
with transit time 7 = A z m a n d  characteristic 

impedance Zo = \j L$o , as shown in Fig 2(b). Solution 

of this network proceeds in terms of time-stepping 
solution of the L-L magnetisation equation for each of 
the n elements, together with the propagation along the 
transmission line chain of voltage pulses resulting from 

(a) the voltage at the input end of the line 
and 
(b) changes in the n voltage sources representing the 
ferrite magnetisation. 

The effect of the line current on the ferrite magnetisation 
is thus by means of the H = II2nr term on dM/dt in the L- 
L equation; conversely, dMx/dt determines the voltage 
Vm in the transmission line network. The magnetisation- 
driven voltage sources clearly represent, in discretised 
form, the mechanism by which pulse energy may be 
reflected and absorbed by the magnetic medium in the 
actual ferrite line. The simulation may represent any 
input voltage waveforms and values of axial bias field, 
transmission line dimensions, ferrite dimensions, and 
values of ferrite saturation magnetisation. 

3. INITIAL RESULTS 

Fig. 3 shows a comparison of the measured and 
simulated output voltage waveforms from a 60cm length 
line feeding into a 5Oohm load, for the measured input 
voltage waveform shown. The line i.d. and 0.d. were 
0.75mm and 2.4mm respectively, and the MgMn ferrite 
bead i.d. and 0.d. were 0.785mm and 1.35mm. The 
capacitance per unit length was calculated in terms of the 
high-frequency permittivities of the heatshrink insulation 
layer and of the ferrite, taken as 2.1 and 12.0 
respectively. The 4nMS value for the ferrite was 0.25T. 

The axial bias field was taken as 0.02T. The value of a 
was taken as 0.2. Although the predicted output 
waveform was reasonable overall, the predicted shock 
front rise-time was over 500ps, and it was immediately 
apparent that the measured shock front rise-time of 
around 150ps was not forthcoming from the model. The 
problem now was that since all the parameters in the 
model except a were well-defined by measurement, 
only a remained as a variable: We found that increasing 
a radically above unity would give shorter rise-times, but 
such an increase could not be justified realistically, given 
the definition of a in terms of the standard measurement 
of gyromagnetic resonance linewidth, AH, subject to d.c. 

bias field, H,, as a = AH , which yields values of a XH, 
in the range 0.001-0.1 f i r  low~loss ferrites. Further, the 
L-L equation is of doubtful validity for values of a over 
unity[lO]. 

Fig. 3 Measured and simulated I/P and O/P 
waveforms; L-L model contains pulse H=1/2nr and 
static axial bias terms. 

4. THE RADIAL DEMAGNETISATION EFFECT 

It seemed that, although the model linked the coherent 
precession of the magnetisation around the pulsed field to 
the shock front rise-time, this did not in itself account for 
the fast rise-times. It then occurred to us that coherent 
precession of the magnetisation term around the axial 
and circumferential bias field would in fact lead to a 
transient component of magnetisation directed radially 
outward from the bead surface, as shown in Fig. 4. 
Firstly, the shape of the bead must then cause a partial 
demagnetisation term. Secondly, because the magnetic 
flux penetration depth into copper over nanosecond the 
coaxial conductors to mirror the radial magnetisation 
timescales is extremely low, currents must be induced in 
the coaxial conductors to mirror the radial magnetisation 
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Fig.4 Showing transient radial orientation of 
magnetisation during pulsed precession from axial 
to radial alignment. 

and ensure complete radial flux cancellation at the 
conductor surface. A third H-term in the solution of the 
L-L equation was therefore proposed, defmed as 

The effect of this term on the waveform is shown in Fig. 
5. The predicted rise-time is reduced to about 150ps, 
agreeing well with the measured value. The effect of the 
radial demagnetisation term on the rise-time may be 
explained with reference to the additional components of 
dM/dt which are generated through the presence of Hy in 
the L-L equation. 

I Fig. 5 Measured and simulated IIP and OIP 
waveforms; L-L model also including radial induced 
term Hy = -My. 

Both in the above simulation, and with simulations of 
other ferrite lines, we have consistently found that the 
predicted shock front position using the above 
formulation is delayed relative to the measured shock 
front, as seen in Figs. 3 and 5 above. When the ferrite 
magnetisation is pulsed out of axial alignment, a large 
voltage would be induced in a solenoidal loop placed 
around the ferrite line. In fact, the coaxial outer 
conductor acts as a short-circuit turn, and so we can see 
its effect as being to prevent any net change of axial flux 
over short timescales relative to the conductor L/R decay 
time. However, since the ferrite cross-sectional area 
(end-view) is less than the overall coaxial cross-section, 
the demagnetisation term on the ferrite induced by this 
will be less than 100%. We therefore tried the effect of 
including the following solenoidal-current-driven, axial 
H-term in the L-L simulation; 

where k is an axial demagnetisation factor in the range 
O<k<l. The result of running the simulation with k=0.5 
is shown in Fig. 6 .  In simulating other lines, values of k 
around 0.5 also give reasonable agreement. In general 
terms, the effect of including the above term may be 

Fig. 6 Measured and simulated I/P and O/P 
waveforms; L-L model also including radial term Hy 
= -My and axial term Hz = -0.5AMZ. 

seen as causing a reduced angle of swing of M away 
from its initial axial alignment. 

It was not at first obvious whether the radial 
demagnetisation term proposed in section 4 might arise 
primarily from geometric effects or induced currents. 
Considerations of symmetry suggest that, if it were 
current-driven, the induced current patterns would have 
to be solenoidal. Since the induced solenoidal field term 



described in this section is required in the model to 
account for the experimentally observed shock front 
delays, this suggests that the radial demagnetisation term 
does in fact arise primarily from induced solenoidal 
currents. In the longer term, a finite-element solution in 
cylindrical coordinates might well be useful in relating 
these effects more exactly. 

6. EXPERIMENTAL INVESTIGATIONS 

A particular aim of our work has been to establish 
whether or not the magnetic biasing technique could be 
extended to ferrite types other than computer memory 
cores. While the magnetic dipole-based model appeared 
to account for the rise-times observed in memory core 
lines, it was not clear whether factors such as the highly 
square-loop characteristics of the MgMn memory beads, 
and the very short axial length (0.4mm) of the individual 
beads, were also of importance in the fast rise-time 
characteristics of the lines. Effectively, we had little idea 
as to whether the validity of the model would extend to 
other ferrite types, or even to other dimensions and 
proportions of ferrite beads. If it did, we would expect 
risetimes of below 200ps @10kV for bead sizes of up to 
3-4mm o.d., with clear practical advantages in terms of 
line fabrication, cost, etc. 

Fig. 7 Some bead sizes and shapes tested. 

Ferrite compositional types available off-the-shelf in 
small bead or tube form include NiZn, MgMn, and 
MnZn. The range of bead sizes we have experimented 
with at the lOkV level is illustrated in Fig. 7. Our 
problem in assessing various ferrite types as candidates 
for use in shock lines was that the small-signal 
bandwidth characteristics follow the same pattern in all 
ferrites, while the differences in B-H loop characteristics 
suggested no clear relation to the observed gyromagnetic 
behaviour in ferrite lines. 

The experimental system is outlined in Fig.8. The 
Bournlea Instruments Model 3 153 pulse generator is a 
thyratron-switched, resonant charge line unit, generating 
a negative going output pulse into 5Oohms of around 
4.5ns 10-90% fall-time, and amplitude variable up to 

1 1.5kV. A Tektronix 1 180 1A digital sampling 
oscilloscope with SD-26 sampling head giving 
bandwidthlrisetime figures of 20GHz117.5ps is used to 
monitor the output pulse waveforms. A capacitive (D- 
dot) pick-up is used to derive the trigger signal for the 
1 180 1 A from the 3 153 output pulse. This minimises the 
timing jitter on the measured waveforms, which is then 
around 20ps pk-pk. Type URM 67 single-braid 5Oohm 
coaxial cable is used to link the high voltage system 
elements. A cable length of at least 15m between the 
pulser and the ferrite line is required to give the 
necessary pre-trigger delay for the 1 1801A. While 
magnets have several advantages such as compactness, 
low cost, and low weight, the use of a d.c. current-driven 
solenoid enables more easily reproduced results and also 
a more precise characterisation of the bias field. Values 
of free-space axial field in the range OdOkAlm may be 
established on the axis of the solenoid used at present. 

The ferrite line output pulse is measured through a series 
of coaxial, 5Oohm, 20GHz bandwidth attenuators. These 
also act as a matched load for the pulse. Advantages of 
using attenuators rather than D-dot or B-dot pick-ups are 
that the calibration is extremely good, problems of 
frequency-dependent attenuation of the measured pulse 
are reduced, and the need for integration of the waveform 
is eliminated. For low p.r.f. work, a Barth model 202 
and a model 142 unit act as the high voltage attenuators. 
These are capable of absorbing 1 OkV pulses at low pulse 
widths, albeit at only 2W mean power. For higher p.r.f. 
work, a lGHz, 200W Bird attenuator is used at the front 
end, but the bandwidth and rise-time of the measurement 
system deteriorates. 

axial bias 
URM 67 0-4OkAIrn 

Model 3153 -- delay line attenuators 

I O ~ V  pulser TD-dot (15W ferrite line 

Fig. 8 System outline. 
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Experiments comparing lines using MgMn memory 
beads, and using some small NiZn tubes which we 
obtained with an 0.d. of 0.9mm and length of 5mm, gave 
rise-times of below 200ps in each case. This tended to 
support the model, and suggested that the axial length of 
the individual beads has little if any effect on the 
gyromagnetic response. However, attempts to extend 
these results to larger beads were not initially successful 
at all. The application of magnetic bias only marginally 
improved rise-times below Ins; in some lines using RFI 
suppression bead types such as Mullard FX1242, the bias 
actually worsened rise-times. 

scope 
trigger 



The lack of positive results initially led us to try to 
account for the slow responses of large beads in terms of 
possible effects and factors including multi-moding (TE 
or TM modes), the nature of the bead material, and 
possible interaction between the shock front axial length 
and the bead dimensions for larger beads. However, a 
complicating factor in our original line of approach was 
that we focussed on the use of cascaded lines, with the 
view that the overall line length could thus be 
minimised. The input rise-time to the magnet-biased line 
was then of the order of Ins. A problem which we 
only gradually became aware of was that of waveform 
attenuation through the interfaces between line sections, 
which represent complex 3-D transitions, particularly for 
faster pulse rise-times. It became clear that it would be 
desirable to mimimise the number of ferrite line sections. 

A single line of lm length was therefore designed with 
the aid of the novel transmission line model outlined 
previously, using ferrite beads each of i.d. 1.5mm, 0.d. 
2.5mm, and length lmm, and saturation flux density 
0.35T, to sharpen the 4.511s input pulse directly to the 
final output rise-time. The line would be subjected to a 
uniform axial bias of around 20kAIm over its entire 
length. Two lines were built; (a) using a particular NiZn 
bead type which had not been tried before, and (b) with 
70cm of a second NiZn grade at one end followed by 
30cm of a MnZn grade. Both lines (a) and (b) gave 
overall waveforms very similar to the design curves , as 
shown in Fig 9. The output pulse leading edges for both 

0 5 10 15 20 25 

time (ns) 

Fig. 9 Design curves and experimental inputloutput 
waveforms. 

lines are shown in fig. 10; the leading edge amplitude 
and rise-time are 12kVl140ps at 1 1.5kV nominal output 
for line (a) and 10kV1200ps for line (b). For line (a), the 
underdamped 140ps rise-time pulse can be related to 
low-loss gyromagnetic behaviour of the ferrite. For line 
(b), we think that the smooth 200ps rise-time waveform 

is also explained by low loss gyromagnetic behaviour in 
the MnZn beads at the output end, modified by eddy- 
current limited difhsion of the pulsed magnetic fields 
into the relatively conductive MnZn beads. Reversing 
line (b) so that the non-conductive NiZn beads are at the 
output end gives relatively long shock front rise-times of 
around 500ps, which may be explained simply in terms 
of lossier gyromagnetic behaviour of this NiZn ferrite 
type. 

(i) line(a) 

(ii) line@) 

Fig. 10 Measured line output waveform leading 
edges. 



7 DISCUSSION 

These results showed clearly that the rise-time obtained 
from a ferrite line in fact relates principally to the 
particular gyromagnetic characteristics of the ferrite bead 
used, and especially the damping factor, a. We have 
since been able to use beads of very large aspect ratio 
(lmm i.d. and 3mm 0.d.) and lOmm length to obtain 
waveforms similar to those of Figs. 9 and 10. This 
indicates that the individual bead dimensions do not 
significantly interact with the gyromagnetic phenomena, 
although of course detailed effects relating to the 
necessary strength of bias field to overcome inter-bead 
reluctances may well occur. 

8 DESIGN RULES 

Using the novel simulation model, we have generated a 
set of theoretical curves for rise-time as a function of the 
ratio of line voltage to mean bead diameter (Fig. 11). 
These show that the rise-time reduces progressively as 
the pulse amplitude is increased, and that higher values 
of Bsat will give faster rise-times. 

ferrite Bsat I 

pulse voltageimean bead diameter (kVImm) 

Fig.11 Theoretically predicted rise-time a s  a 
function of peak pulse voltage to mean bead 
diameter. 

However, the major limitation on rise-times may be 
expected to be the breakdown electric stress at the centre 
conductor, which will determine the peak operating 
voltage. At present we have operated line sections at 
16MVlm peak stress, but not for extended periods. It is 
clear that peak levels will be critically dependent upon 
the quality of dielectric impregnation around the ferrite 
beads. 
Modelling shows that the necessary line lengths scale 
with input pulse rise-time. A question which arises is 
whether the application of magnet bias is always 
beneficial. Both from modelling and from experiment, 

we have found that it is generally possible to obtain a 
lower output rise-time from a magnet-biased line; 
however, the necessary line length for a magnet-biased 
line becomes a factor of 2-4 longer than for an unbiased 
line of the same ferrite type. As an example, for a lOkV, 
4.511s rise-time input pulse, the output rise-time from a 
lOcm length unbiased ferrite line using type FX1242 
beads is 1.6ns@lOkV. Using magnet bias, the output 
rise-time for the same bead type is reduced to about 
600ps; however, the minimum line length for this to 
occur is 35cm. In some circumstances, the ability to use 
a short line length may outweigh the faster output rise- 
times obtained using bias, and this will represent a design 
trade-off. 

An area of ongoing interest is to establish the intrinsic 
ferrite parameters which give low-loss gyromagnetic 
behaviour. We have made a tentative connection 
between fast output rise-times and low values of ferrite 
coercivity, Hc, but how this relates to the detailed ferrite 
chemical composition and grain structure of the ferrites 
is not yet apparent. 

9 CONCLUSIONS 

Rise-times down to 140ps at around lOkV have been 
achieved using various types and sizes of ferrite beads in 
magnetically biased ferrite lines. The operation of such 
ferrite lines has been effectively explained in terms of a 
novel transmission line model incorporating a 
gyromagnetic description of the pulsed ferrite 
magnetisation behaviour, and line lengths may be 
designed to match the input pulse waveform. The 
importance of a low-loss gyromagnetic characteristic has 
been established, and it is expected that increased pulse 
voltages will lead to lower rise-times. The practical 
operating limits for peak voltage stress in such lines 
remain to be established. 
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1. INTRODUCTION 
Antenna structures capable of supporting (essentially) 
transverse electromagnetic (TEM) spherical waves are 
characterised by their frequency independence over a 
wide band width, making them ideal candidates for 
transient field generation and reception. In particular, 
the  triangular plate configuration of the T E M  horn is 
of interest for a variety of directive wide band ap- 
plications, including nuclear EMP simulation [I],  irn- 
pulsive field detection [2], ultrawideband radar pulse 
trarismission [3], and feeds for paraboloidal reflector 
antenna systems [4]. The basic design for such struc- 
tures is based on tha t  of idealised, infinitely long, con- 
ical antennas. However, in producing practical an- 
tennas, which optimise the required characteristics of 
the radiated pulse train, several modificatons t o  the 
original design are possible. This paper will discuss 
two particular features of the T E M  horn design : the 
prediction of the characteristic impedance for a given 
structure and the effect of the horn profile on the out- 
put  pulse. 

2. THE CHARACTERISTIC IMPEDANCE 
A11 accurate estimation of the characteristic 
impedance of a given transient antenna is desirable for 
two main reasons. Firstly, by ensuring that  the struc- 
ture is correctly matched to  the rest of the system, 
maximum power transfer to  the active radiating ele- 
ments is guaranteed. Secondly, the (possibly corrup- 
tive) effects of late-time reflections, due t o  mismatch 
at. the  antenna-free space interface, can be reduced 
by suitable tailoring of the characteristic impedance 
a t  the end of the antenna. T h e  original theoretical 
work on this topic was by Carrel [5]. However, exper- 
iment and subsequent re-examination of the analysis 
has shown his results for the T E M  horn to be in error, 

istic impedance of 100 R. However, T D R  measure- 
ments on this structure, [ G I ,  suggested an impedance 
of approximately 140 R. In order t o  reduce the mea- 
sured impedance of a horn (with plates of apex angle 
40") to  100 R the separation of the plates had to  be 
reduced to  approximately lGO. In order t o  investi- 
gate this discrepancy an alternative approach t o  the 
determination of transient antenna impedance was re- 
quired. Here we describe the numerical approach de- 
veloped for this purpose and validate it  for a variety of 
canonical structures (of known impedance). The  nu- 
merical estimates of T E M  horn impedance are found 
to  verify the T D R  measurements, suggesting that  the 
analytical results of [5] are in error. 

2.1.1 The Model 
The approach we shall follow is one based on a time- 
doinain solution of the EFIE. Such an  approach has 
been used previously to  solve transient scattering 
problems for an arbitrary surface, e.g. [9]. I t  has 
also been exploited in t.he calculation of far-field radi- 
ation from an arbitrary surface driven by a transient 
source, [lo]. 

Consider an arbitrary surface, S ,  subject to  an inci- 

dent electric field $( i ; , t ) .  Let S be perfectly con- 
ducting and surrounded by a lossless ho~nogeneous 
medium of constant permittivity t and permeability 
p ,  the speed of light in t,his medium being c. The field 
induces a surface current J ( F , ~ )  and surface charge 
p ( ~ ,  t )  on S .  

Let us define a vector potential by 

[6]. Consequently, two alternative methods for esti- and a scalar potent,ial d(7, t )  similarly. mating the characteristic impedance have been devel- 
oped: a newr conformal mapping technique, [7], and a 

The field radiat,ed by the surface distributions, 
numerical treatment,  based upon the electric field in- - 

tegral equation (EFIE),  which is suitable for a variety ~?(f,  t), can be represented in terms of these poten- 

of TEM structures, These two metliods will be tials. Further, since the total electric field tangen- 

described and the results of both shown t~ be in ex- tial to  a perfectly conducting surface is zero, (3 + 
cellent agreement with those obtained experimentally, I t an  = O, we derive the EFIE 

by time domain reflectometry (TDR).  

-4 E (i;,tltan = [am(r ,  t )  + x ( F l t ) ]  a - ~  
t an  

(2) 
2.1 Numerical Impedance Estimates 
The  original theoretical work on T E M  horns, [5], pre- 1, addition we may derive a contilluity equation 
dicted tha t  a structure with plates of apex angle 40°, 
separated by an angle of 27@, would have a character- 8~ - ( ~ , t )  + ~ s . J ( i ; , t )  = 0 , 

a t  (3) 
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where Vs is the surface divergence on S. 

Equations (2) and (3) are sufficient to  determine a so- 
lution for 7 and p, given suitable initial and boundary 
conditions. The transient voltage source! V(t)  , can be 
introduced to the model via a suitable representation 

for 2. 
2.1.2 Applicafion of the method of moments 
In order to  solve (2) and (3) numerically using the 
time-domain method of moments we must select spa- 
tial basis functions for 7 and p ,  together with a suit- 
able testing procedure. The  basis functions we choose 
are those described by Rao et a1 [ l l ] ;  these have sev- 
eral useful properties. We outline here how these func- 
tions may be used to  determine the behaviour of S 
subject to  a voltage source V(t) .  

Let us define a grid on S with N, triangular patches 
arranged such that  the grid has N, internal edges 
(edges common to  two patches). If En is the n,th 
internal edge with mid-point 7:) 1 5 n 5 N , ,  then 
denote by T$ / T; the two triangles adjacent to  En. 
Let the centroids of these triangles be F;+ / 7;- and 
let the vertices not on En be T:+ / Ti-. See Figure 1. 

Figure 1 The triangle pair and parameters. 

Using this grid we may define a set of spatial basis 
functions for the surface current,, Tn(7) ,  1 < n. < N,, 
which are piecewise linear over the internal edges of 
the grid. We may also define a set of spatial basis 
functions for the surface charge, which are piecewise 
constant on the triangles of the grid. The surface cur- 
rent may thus be approximated by 

where In( t)  are expansion coefficients, to  be com- 
puted. The  surface charge will have a similar approx- 
imate representation as a sum over the N,  centroids 
of the grid. 

The continuity equation, (3),  may be discretised using 
these approxirnations, by point-matching a t  the cen- 
troid of each triangular patch. The vector potential - 
A ,  and scalar potential 4, may also be approximated 

from these representations for 7 and p ,  using (4) and 
its scalar analogue. 

To discretise the EFIE we consider the edge En, 1 < 
n 5 N,, of the grid (Figure 1). Integrating each side 
of (2) along a piecewise linear contour C,, from F;+ 
to 1.;- via T:, we find 

where A$ = {C$(F;-, t )  - d(F;+, t ) )  . The integral on 
the left hand side may be approximated from the value 
of 3 a t  the mid-point of Cn 

For an arbitrary incident field the right hand side of 
(5) may be approximated by a similar testing pro- 
cedure. This is the approach adopted in [9]. Here 
however we may be more exact. 

Let us define a strongly localised incident electric field 
by 

--i 
E (7, t )  = V(t)b(F - 7;)dl , (7) 

where dl is a unit vector lying tangential to  Lhe con- 
tour Cp a t  Ti,  the mid-point of edge Ep. Then the 
right hand side of (5) gives V(t) for edge p and 0 for 
all other edges. Hence, we have effectively iiltroduced 
a voltage source, V(t) ,  a t  the pth internal edge of our 
grid. 

The discretised forms of (2) arid (3) form a coupled 
system of discrete equations which may be solved us- 
ing a marching-in-time approach similar to  that  out- 
lined in [9]. 

2.1.3 Canonical Structures 
Having developed a model to  siniulate a radiating sur- 
face subject to  a voltage source we now validate i t ,  by 
simulating a variety of canonical structures. We firstly 
choose the V-conical antenna (VCA), see [12], because 
it highlights the two principal difficulties in applying 
the model. Firstly, care must be taken when defining 
a grid to  approximate the antenna surface, if stable, 
accurate solutions are to  be obt,ained. Secondly, al- 
though the VCA is a TEM structure, any practical 
antenna will be finite and its impedance frequency de- 
pendent; we must therefore derive and interpret the 
impedance spectrum of the antenna in a consistent 
and meaningful manner. Another advantage of the 
I'CA is that  analytical and experimental results for 
the antenna impedance have been found to be in ex- 
cellent agreement, see [12] 

The VCA design is depicted in the inset in Figure 2. It  
consists of an infinitely long cone, of apex half-angle 8, 
cut down to leave two curved plates, of azimuth half- 
angle #; thus, two parts of the full conical surface, 
each of azimuthal extent T - 24,  are removed. These 



plates may be driven against each other by a source 
a t  the cone apex t o  produce TEM waves. Figure 2 
depicts the feed region of the mesh used to  simulate 
a VCA of apex half-angle 6 = 70" and azimuth half- 
angle $ = 45'. The  z-axis forms the axis for the 
cone. The  grid is viewed obliquely from a line in the 
xy-plane a t  an  angle of 50" to  the cone axis. 

Figure 2 Oblique view of VCA grid feed region. 

I t  may be seen tha t ,  although the antenna surface 
is faithfully reproduced away from the cone apex the 
feed region is simulated by a flat vertical region (in 
the yz-plane) of six triangles. The voltage source is 
applied via the edge a t  z = 0. This proves to  be the 
most effective way of feeding the desired waveform 
onto the antenna surface, for the following reasons. 

If a single voltage source, a t  an edge in the xy-plane, 
is used then a flat vertical region is necessary in order 
t o  ensure stability. If the triangular patches adjacent 
t o  the feed edge are allowed to  incline away from the 
z-axis then their centroid separation decreases. This 
will tend to  reduce the range of solution stability; for a 
sufficiently small (although relatively large) 6 no sta- 
ble solution is possible, see reference [6]. The intro- 

I duction of two, well-separated sources is no remedy t o  
this problem. T h e  region between these sources can 
not be removed entirely from consideration and the 
desired waveform can not be induced on the antenna 
surface with any acceptable degree of accuracy. 

The  feed arrangement of Figure 2 not only ensures sta- 
bility of solution, even for relatively small angles, but 
also provides an accurate estimate of the feed current 
and antenna impedance. 

Tlie grid of Figure 2 is tha t  of a 0.15 m VCA with 
0 = 70°, and 4 = 45". Shen et al,  [12], found that  the 
characteristic impedance of a VCA was independent 
of 0; i t  may be seen, therefore, that  the impedance 
of our st,ructure is that  of a self-complementary fin 
antenna, Z = 60n R x 188.5 R. In order to  estimate 
numerically the impedance of this structure a 1V error 

function of approximate risetime 0.2 ns was simulated 
a t  the feed edge of the grid. The resulting feed current 
is depicted in Figure 3. 

Figure 3 VCA feed current: 6 = 70°, 4 = 45'. 

I t  may be seen that  this current well approximates 
the voltage waveform although some frequency depen- 
dence is apparent before the first reflection from the . - 

cone termination, a t  -- 1.3 ns. This is to  be expected 
since our structure is finite whereas the ideal. VCA 
is infinitely long. However, i t  is also expected that  
a high-frequency limit will exist for t,he impedance 
which will equal the characteristic impedance of the 
in fin it,^ s t , r ~ ~ c t , ~ ~ r e .  

Figure 4 VCA impedance: 6 = 70°, 4 = 45". 

In order t o  determine the frequency spectrum of the 
impedance we neglect the feed current affected by 
cone termination, after - 1.3 ns, and then apply a 
discrete Fourier transform t o  the applied voltage and 
feed current da ta  for this initial interval. The  resul- 
tant impedance spectrum is depicted in Figure 4. I t  is 
apparent that  a high-frequency limit exists and closer 
inspection reveals it  to  be Z x 192.3 R. This repre- 
sents an error of 2% compared with the known char- 
acteristic impedance. 

One other thing which may be noted from Figure 4 is 



tha t  the impedance diverges from the limit only a t  20 
GHz and below; this corresponds t o  a range of wave- 
lengths 0.015 m or greater. Noting that  the antenna 
is 0.15 m long, frequency components corresponding 
t o  wavelengths of less than an order of magnitude be- 
lorn1 the antenna length behave as though the structure 
were infinite. This is t o  be physically expected in the 
early-time behaviour. 

Simulations on VCAs with 4 = 45" were performed 
across the range of apex half-angles 30" < 0 < 90"; 
the error in the calculated impedance never exceeded 
2% of the known value. Further simulations across a 
range of apex half-angles 30" 5 0 5 90' for VCAs 
with 4 = 20" have predicted a high-frequency limit 
within 1.1% of the known value. 

In order t o  verify the model further a grid was de- 
signed t o  simulate a 0.4 m biconical antenna of apex 
half-angle 46.9". Such a structure is well known t o  
have a characteristic impedance of Z = 100 R ,  e.g. 
[13]. A high-frequency limit was again apparent in the 
calculated impedance spectrum and had value 101.9 $2 
within 2% of the established result. Similar agreement 
was found also with other biconical antennas. 

From the simulations performed thus far, using this 
numerical method, i t  is clear tha t  the characteristic 
impedance of a T E M  antenna may be estimated reli- 
ably to  within a few percent. 

2.1.4 The TEM Horn Impedance 
Having validated the numerical approach t o  transient 
antenna impedance for a variety of structures, we now 
note the results of simulating a T E M  horn antenna of 
plate apex angle 40". For a plate separation of 27' 
we find that  the impedance estimated by the above 
model is 148 52. This  accords well with the T D R  mea- 
surement of approximately 140 R .  To numerically es- 
t imate an  impedance of 100 R ,  for a TEM horn with 
plates of apex angle 40°, we require a plate separation 
of slightly less than lGO, again in good agreement with 
the T D R  measurements. 

2.2 Analytical Impedance Calculation 
I t  must be noted, from section 2.1.4, tha t  the numeri- 
cal estimate for T E M  horn impedance is 48 % greater 
than the analytical value due t o  [5]. In view of the ex- 
pected error for such numerical simulations (typically 
a few per cent) the results of [Ci] appear t o  be clearly 
in error. This view is supported by the TDR measure- 
ments of TEM horn impedance. For this reason, the 
approach of [5] was re-examined and errors identified 
in the original approach. We now describe a revised 
analytical calculation of T E M  horn impedance, due t o  
a correction of [5]. 

2.2.1 Th.e Infinite Noncoplanar Fin 
The  T E M  horn antenna results from truncating the 
plates of an  idealised, infinitely long, noncoplanar fin 

antenna, a t  a certain finite length. The  characteristic 
impedance of the horn is then the impedance of the 
TEM modes supported on the idealised noncoplanar 
fin. We begin this section by describing some proper- 
ties of the idealised slructure. 

An infinite, noncoplanar fin antenna is a conical 
structure which supports spherical transverse electro- 
magnetic (TEM) waves. Employing the usual e j w t  

t ime convention, the magnetic field for conical 
structures may be written in the form 

where {denotes the unit vector in the radial direction, 
the wavenumber k is given by 12 = W @  and the 
angular function II(O,4) satisfies the two-dimensional 
Laplace equation 

8 . 8  
sins- sln0- +- II(B1q5)=O (8) [ a s (  as) :;2] 

Thus, the non-zero components of the electric 
and magnetic fields corresponding to  the transverse 
electromagnetic (TEM)-mode excited in the structure, 
are given by: 

1 d211,, 
E@ = -- ~ W E  OIIer H g  = -- 

r drd6 r sin 0 Od (9) 

1 d2H,, Eg = - --- jws BIT,, H,$ = - -- 
T sin 0 d r d d  r do (10) 

This means tha t ,  in structures of this sort,  the three- 
dimensional problem of determining the electric and 
magnetic fields (and other related quantities) can be 
reduced to  one of solving Laplace's equation for the 
scalar function II(0, 4 )  in two dimensions, subject t o  
the appropriate boundary conditions prescribed by 
the particular antenna configuration. Conformal map- 
ping techniques provide a useful tool in solving field 
problems of this type and the following sections will 
now explain the application of these techniques t o  the 
noncoplanar fin antenna, with particular emphasis on 
the calculation of the characteristic impedance of such 
a structure as a function of its angular dimension. 

2.2.2 Conformal Mapping Approach 
<:onsider a pair of infinite, noncoplanar fins which 
have a common apex 0 such that  the fins are normal 
to  the plane passing through the centre line of each 
fin, as shown in Figure 5. The half-angle of the fins 
is $, and the plane of each fin is inclined a t  an angle 
of 0,/2 to  the vertical axis (0 = 0) ,  with 0 < 0, < n. 
Denoting the surfaces of the fins satisfying 141 < n/2 
and ( n  - r$( < n/2 as Sl and S2 respectively, then, 
in truncated form, this geometry describes a triangu- 
lar plate antenna, fed a t  the origin, with potentialsof 
V0/2 and -V0/2 applied to  S1 and S2 respectively. 



The  boundary condition for II(0,m) on S1, is given by 
[12]: 

and a similar expression holds for S z .  Upon substitu- 
tion of Ee from (9), i t  follows that  

jVo/2R for any point P E Sl 
-j1/,/2R for any point P t S a  (1'4 

I I 

Figure 5 Fin arrangement 

Thus,  for this particular conical structure, the bound- 
ary value problem t o  be solved is equation (8), subject 
t o  the condition (12). 

The  first stage of the analysis is t o  convert the struc- 
ture of Figure 5 into a related two-dimensional form. 
Now, the standard mapping p = tan i, 4, = 4, trans- 
forms the surface of any sphere r=constant into the 

cylindrical coordinate plane (p, d,), such that  the ra- 
dial lines m,=constant describe the spherical coor- 
dinate q5 and the concentric circles p=tan 012 corre- 
spond t o  the spherical coordinate 0. By applying this 
mapping and making use of the change of variables 
ul = p cosm,, vl = p sin m,, the noncoplanar fin struc- 
ture is transformed into a pair of circular arc segments 
(:D and E F  in the wl-plane, where E F ,  CD denote the 
mapping of fins S1 and Ss respectively (- see [5] for a 
full description of this procedure). 

The second stage is to  transform these circular arcs 
into rays in the ws-plane, as shown in Figure 6. This 
is done by means of the bilinear transformation, [5] 

which maps the fins CD and EF to the pair of rays 
shown by the solid lines, with R-' < p < R, 0 = a /2& 
8,/2, and R given by R = J(1+ sin $,)/(I - sin 4,). 

The next stage in Carrel's analysis was to  map  the 
structure of Figure 6 onto two collinear slits, by ap- 
plying the power transformation 

and then rotating the resulting structure about the 
origin, in order to align the slits along the real axis. 
Now, in order for Laplace's equation t80 be guaran- 
teed invariant under a mapping a = f (wa), this map- 
ping must be analytic, invertible, possess continu- 
ous second derivatives in the domain D,, and satisfy 
f1(w2) f 0 in D,, , [14]. However, the transforma- 
tion (14) violates the invertibility condition because 
the boundary conditions are incorrectly specified. A 
discussion of this point is given in [7]. 

2.2.3 Ne,w Approach. 
An alternative approach to  that  of Carrel is the appli- 
cation of the principal logarithm, [14], t o  the funct,ion 
e - j ~ / 2  W2: 

where the argument is such that  -lr < (arg(w2) - 
a/2)  5 lr. 

This mapping transforins the uja-plane into the situ- 
ation shown in Figure 7 where, as before, the thick 
lines C D  and EF represent the mapping of the fins. 
The region of interest consists of the infinite strip ly- 
ing between the shaded boundaries 1/3 = h j a .  Due t o  
the electrical and geometrical symmetry of Figure 7, 
attention can be restricted a single quadrant,  and so, 
taking a conductor to  be any surface in the ws-plane 
on which the potential functions II(u3, us) is constant, 
the second quadrant of Figure 7 may be redrawn, as 
shown in Figure 8, with the shaded regions denoting 
conducting boundaries and the field lilies as shown. 



Figure 8 may be converted into a pair of unequal slots 
on the real axis, as shown in Figure 9, by applying tlie 
Schwarz-Christoffel transformation, [16]: 

where a ,  p, y ,  6 and E are constants related t o  the 
geometry of the structure and 1 < cu < /5' < y.  

tions are re-expressed in terms of elliptic integrals of 
the first and third kinds, [17], giving, after consider- 
able manipulation, a set of equations for the ul4-plane 
relating the unknowns, a ,  P, 7 and 6 to  the physical 
parameters, 8, and 4,) of the system. 

Figure 9 : After Schwarz-Christoffel transformation 

Figure 7 : Fin structure after applying principal log- 
ar i thm mapping 

ll=-jVo/2k 

II=-jVo/2k ,,I1 

-In IRI 0 

Figure 8 : Second quadrant of Figure 7 

In order t o  determine a ,  p, y,  5 and t, coordinates of 
appropriate points in the w3-plane, and their images 
in the w4-plane, are substituted into equation (16). 
Since w3(0) = 0 ,  + t = 0 and,  from the coordinates 
of the remaining points II, C ,  III and I V ,  a set of 4 
equations in the 4 unknowns a ,  ,B, y and 6 is obtained. 
For the purposes of later calculations, these 4 equa- 

Referring to  Figure 9, the structure a t  this point con- 
sists of two unequal, collinear slots along tlie real axis: 
the dimensions of the slots being determined by the 
values of a ,  ,O, y and 6. These slots can be mapped 
onto the more conventional geometry of Figure 10 
by means of a bilinear transformation, which has the 
property of mapping any three points in the w4-plane 
onto three arbitrary points in the tu5-plane. 

Figure 10 : Collinear slots, in ws-plane, after bilinear 
mapping 

The  crossproduct of the transformation is of the form: 

where the value of k 1  is fixed by setting w4(IV) = 
7 3 w5(IV) = l /k l .  Hence, the following relationship 
between k l ,  p and y is obtained: 

for which the negative root satisfies the required con- 
dition that  lkI21 < 1. The final mapping applied t o  
the structure is standard and converts the symmetri- 
cal, collinear slots of Figure 10 into a rectangle in the 
upper half-plane, by means of the Schwarz-Christoffel 
transformation: 



T h e  result is shown in Figure 11, where li' E I<(kl) 
and K 1  E Ii'(kll) denote complete elliptic integrals 
of the first kind with modulus kl and con~plementary 

modulus kI1(= d m ) ,  respectively. 

Figure 11 : Final structure in ws-plane 

Thus the original infinitely long, triangular plate an- 
tenna structure has been mapped, by a series of con- 
formal transformations, onto a pair of parallel plates 
in the w6-plane: the associated electric field being 
mapped entirely into the interior of the rectangle I- 
11-111-IV. I t  follows tha t  the electric field is uniform 
within the rectangle, with the potential being given 
by 

Analytic expressions for the components of the elec- 
tric and magnetic field are specified by (9) ,  (10) and 
(19). However, fully explicit analytic expression for 
dII(6,4) /d6 and dII(6, $)/ad are not available be- 
cause u14 is implicitly defined in terms of wa in equa- 
tion (16). The  noncoplanar fin is thus less tractable 
than the V-conical antenna, as studied by Shen [12], 
for which the field expressions are fully explicit. 

Nevertheless, although explicit expressions for the 
electric and magnetic field components are unavail- 
able, the characteristic impedance may be derived di- 
rectly by examination of Figure l l .  For a transmission 
line, the characteristic impedance is given by, [18], 

where C is the capacitance per unit length, 7 is the 
intrinsic impedance of the medium inside the trans- 
mission line and E is the permittivity. Therefore, for 
the parallel plate configuration of Figure 11, the char- 
acteristic impedance is 

where d is the distance between the plates and b is the 
width of the plates. Note that  this is the exact solu- 
tion; there are no fringing effects, because the total 
electric field in the w5-plane is mapped into the in- 
terior of the period rectangle in the w6-plane. Upon 
substitution, the final expression for the characteristic 
impedance of the noncoplanar fin antenna is 

where k l ,  the modulus of the elliptic integrals I< and 
K1,  is obtained from equation (17). 

half-angle (degs) 

Figure 12 : Calculated Z,, curves for free-space an- 
tenna structure with experimental values (*) 

2.2.4 Solution Procedure 
In section 2.2.3, an expression was derived for the 
characteristic impedance of a noncoplanar antenna, in 
terms of elliptic integrals of the first kind. The  general 
form of this equation is common to several other coni- 
cal antenna configurations, such as the V-conical, [12] 
and the coplanar fin antenna, [5]. However, in con- 
trast to the two above-mentioned cases, the modulus 

of the elliptic integrals in (20) is not directly related 
to  the physical features of the antenna but is instead 
related to  0, and 4, via the intermediate parameters 
/3 and y, which arise during the w4-plane mapping. 
This means that  an indirect approach t o  the solution 
of (20) has to  be taken. 

Essentially, the solution procedure chooses a partic- 
ular value for the free-space characteristic impedance 
Z,, thereby determining the modulus kl and then fixes 
the value of y. The remaining unknowns a ,  P and 6 
are then determined by solving the appropriate equa- 
tions, finally yielding a plate separation angle 0, and 
a plate half-angle $, corresponding to these selected 
values. By repeating the exercise for a range of y val- 
ues, a plot of 6, vs. $, is then obtained (i.e. for a 
fixed impedance, 0, is determined as a function of $,). 



2.2.5 Theoretical and Experimental Results 
A Fortran program was written t o  evaluate the various 
quantities in the above-mentioned solution procedure, 
the elliptic integrals being calculated using Numerical 
Recipes, [19], routines. The  output  of the program 
is a curve of plate separation angle, 8,, vs half-angle, 
$,, for a specified free-space characteristic impedance 
value. Figure 12 shows a selection of these curves 
(solid lines), corresponding t o  a range of 2,. 

In order t o  verify these results, Time Domain Reflec- 
tometry (TDR,) measurements were also carried out ,  
using a triangular plate of either 20" or 30' half-angle, 
supported a t  various elevation angles t o  a ground 
plane: the structures therefore having half of the cor- 
responding free-space characteristic impedance. A 
Tektronix 11801A oscilloscope was used t o  display 
plots of p, a dimensionless parameter related t o  the 
characteristic impedance as follows: 

where ZTef = 50R. By means of cursors, measure- 
ments of p were taken a t  the apex of the antenna, the 
accuracy in p being It 0.04 (non-dimensional) units. 
Tables 1 and 2 below list the various elevation angles, 
equal t o  half the corresponding free-space separation 
angles, and their associated p and Z, values. 

Table I 

Elevation angle 
8.5" 

11 1.0 m   late - 20" half-anale I 

p i Zo(R) / A Z ( R ~  1 
-0.16 1 36.2 ) f 2.97 

Table 2 

Elevation angle 
8.5" 

Also listed are the errors, A Z ,  in the final impedance 
values, calculated from (21). These results are plotted 
in Figure 12, along with the corresponding predicted 
impedance curves. 

p [ Zo(R) I A Z ( R ~  I 
0.0 1 50.0 1 Zt4.00 

Some of the experimental points in Figure 12 do not 
lie exactly upon the predicted curves; however, when 
measurement error is taken into account it  is found 
tha t  all of the points lie well within the predicted lower 
and upper impedance bounds. For example, the 20" 
half-angle, 13" elevation antenna, has a predicted free- 
space impedance value of 13052; and measured value 

lies in the range (63.6 f 5.17) x 2 52. By ~ o n t ~ r a s t ,  Car- 
rel's calculations erroneously predict the impedance of 
this antenna to  be 100R. 

2.3 Conclusion 
In  this section two new approaches t o  the determi- 
nation of transient antenna impedance have been de- 
scribed. One, a new conformal mapping approach, 
is applicable to TEhl  horn antennas. This analysis 
has identified the source of the error in the original 
treatment of such structures by Carrel, [5], and has 
demonstrated tha t ,  by a different choice of transfor- 
mations, a correct expression for the impedance can 
be determined. The  other numerical approach, based 
on a numerical solution of the EFIE, is applicable t o  
a wide range of transient antennas. Both methods 
have been verified by comparison with experimental 
(TDR) measurements and are in excellent agreement 
with these. As a result, a strong degree of confidence 
in the prediction of T E M  impedances has been estab- 
lished. 

3. HORN PROFILING 
In order to  maximise the power radiated by a TER4 
horn, or similar aperture antenna, two criteria must 
be borne in mind. Firstly, i t  is desirable t o  match the 
impedance of the antenna, a t  the feed-point, t o  that  
of the transmission line feeding i t .  The  impedance of 
the line is matched to  that  of the power source, or 
generator, and is thus pre-determined. Secondly, i t  
is desirable t o  match the impedance of the antenna, 
a t  the radiating aperture, to  that  of free-space; again 
this impedance is fixed. I t  proves most efficient t o  
match the impedance of the antenna t o  that  of the 
transmission line. This ensures a nlaximum transfer 
of power from the source to  the radiating elements. 
The impedance of such lines, typically 50 R ,  differs 
significantly from that  of free-space, 1207~ 52 377 R. 
The impedance mismatch between the radiating aper- 
ture and the free-space surrounding it  means tha t  the 
transfer of power from antenna to free-space is not ef- 
ficient. I t  can also give rise to  potentially corruptive 
late-time reflections in the radiated pulse train. 

If the impedance of the antenna feed-point is t o  be 
matched t o  the generator and the feed-line then any 
improvement to  radiation from the aperture must re- 
sult from a variation in impedance along the antenna 
arms. If the impedance of the antenna were increased 
towards the radiating aperture (and the apert,ure mis- 
match lessened) then the power radiated by the an- 
tenna might be increased, and any corruption of the 
pulse train by late-time reflections reduced. 

There are two ways in which the ant,enna impedance 
might be varied along the arms: continuously and dis- 
cretely. An example of the latter approach is the tri- 
impedance horn described in [20]. One limitation on 
the effectiveness of such a design is the abrupt change 
in impedance a t  discrete points along the arltenrla 



arms. Such abrupt. changes in the antenna impedance 
will necessarily give rise t o  reflected signals and power 
losses. Although these might be sufficiently small that  
a significant gain in radiated power could be achieved, 
i t  might be tha t  a continuous change in impedance 
along the antenna arms would be more effective in 
increasing the power radiated by the antenna. 

One way t o  effect a continuous increase in the 
impedance of a T E M  horn, or similar aperture an- 
tenna, is to  flare the  plates away from each other. This 
will smoothly increase the impedance of the antenna, 
since the effective angular separation of the antenna 
arms is continuously increasing, towards the aperture. 
In this section we describe the effects of an exponential 
flaring of an aperture antenna, on its radiated far-field. 
We adopt a numerical approach, based on the electric 
field integral equation (EFIE),  suitable for the simu- 
lation of directive, transient antennas, see [lo]. (This 
approach is similar t o  tha t  of section 2.1 but employs 
an  injected current model, for the antenna feed, rather 
than a voltage source). 

3.1 The V-cut antenna 
In order to  rigorously investigate the effects of an ex- 
ponential flaring on the radiated far-field of an aper- 
ture antenna, we must first determine a suitable an- 
tenna design. The  obvious choice of a triangular plate 
T E M  horn (or non-coplanar fin antenna) is unsuitable. 
We wish t o  investigate a range of antenna lengths, for 
a given pulsewidth, but  long surface antennas (of 10 
pulsewidths or more) prove to  be prohibitively com- 
putationally expensive. 

Figure 13 Mesh design of V-cut antenna. 

Instead, we consider a V-cut antenna. This is essen- 
tially a linear-type antenna with two arms running 
out from the feed-point. I t  can be created from a 
triangular plate T E M  horn antenna by removing a 
central, triangular portion of each plate, leaving a V 
or A shape (see Figure 13). The number of patches 
required to  mesh a V-cut will increase linearly with 
length, rather than as the square of antenna length, 
as  is the case for surface antennas. The  computational 
burden of a V-cut antenna is therefore much smaller 
than that  of a T E M  horn, or similar surface antenna. 

Despite this great difference in computational burden 
however, there is a great similarity in the behaviour of 
\'-cut and TEAT horn antennas. The majority of the 
current propagating along the plates of a TEM horn 
is confined to  the edges. Thus, if a central portion of 
each plate is removed then the essential physics of the 
antenna will remain unaltered. The V-cut remains an 
aperture antenna, radiating the derivative of an ap- 
plied transient pulse. The  only significant difference 
lies in the lack of a small current contribution t o  the 
centre of the radiating aperture of the V-cut antenna. 
This which makes the V-cut slightly less directive than 
the full-plate structure. However, the V-cut antenna 
design provides a powerful computational tool for in- 
vestigating the beliaviour of aperture antennas, the 
computational burden associated with such a design 
being comparatively small. 

3.2 Exponential flaring 
We now describe the nature of the exponential flaring 
itself. We assume that  the azimuth (ground) plane 
of the antenna is the xy-plane and that  the axial line 
(boresight) is the positive z-axis. We take the origin 
of our coordinate system to be a t  the feed-point of 
the antenna. The  surface of the V-cut antenna may 
now be described by a profile in the xz-plane. For the 
unflared antenna this profile is given by: 

where 1 = t a n  0, each flat plate making an angle of 
0 with the azimuth plane. 0 will be called the launch 
angle of the antenna or the plat,e elevat,ion angle. L, 
is the length of the projection of the plate onto the 
z-axis; this is determined from the act,ual plate length 
a .  For unflared V-cut antenna plates, L, = a cos 0. 

We may now introduce an exponential flaring t o  the 
antenna design by defining the plate profile in the fol- 
lowing manner: 

where, again, 1 = t a n  0. a is a variable parameter 
which determines how rapidly the profile of the an- 
tenna flares; if x and z are measured in m then a is 
measured in m- l .  L,, the length of the plate profile 
prqjected onto t,he x-axis, must now be determined 
from the arc-length of the profile. For an antenna of 
plate length a :  

which may be solved numerically for L, 

'The profile determined by equation (23) has the fol- 
lowing property. If x is small then z x lx. Hence, 
near the origin (or near the feed-point of the antenna), 
the profile approximates a flat plate of launch angle 
8. This means that  the impedance of the feed region 



of the antenna can be well matched to a feed-line of 
constant impedance. The exponential increase in the 
profile should continuously increase the impedance of 
the antenna towards the radiating aperture, as is de- 
sired. 

It  may also be noted that,: 

so that  the unflared profile of equation (22) is a limit- 
ing case of the general, exponentially flared profile of 
equation (23). 

Profile of 0.25m flared hom 
0.2r 

Figure 14 Flared profile of 114 m horn. 

Figure 14 depicts the profile of a 114 m V-cut antenna 
of launch angle 8.5', for a range of a ( a  = 0 m-l, 
a = 30 m- l ,  a = 60 m-' and a = 90 m-l).  It is 
clear tha t  the feed region of each profile does indeed 
approximate a flat plate of elevation 8.5", even for the 
most rapidly flaring profile, a = 90 m-l .  It  is also 
clear t'hat, for such a range of a ,  the effect ive plate 
separation angle a t  the radiating aperture (given by 
the angle between the z-axis and a line tangential to  
the end of the profile) can be considerably larger than 
8.5". Hence the impedance of the flared V-cut can 
vary considerably along its length. 

3.3 Results For Flaring Simulations 
In order to  assess the effect of an exponential flaring 
on the radiated far-field of a general, transient, aper- 
ture antenna a range of lengths (compared with the 
transient pulsewidth) are investigated. 

The  driven antenna behaviour is simulated using the 
electric field integral equation approach described in 
[lo], with a current fed across the apex edge of each 
plate. The (equivalent) applied voltage, for all siin- 
ulations, is taken to be a pulse step (error function) 
of magnitude - 4 kV and risetime - 100 ps. All an- 
tenna designs are V-cuts of impedance 50 Q (launch 
angle 5.5", plate apex half angle 20'). The (isoceles) 
triangular patches of the antenna mesh are approxi- 
mately 0.75 cm long, with a base of approximate width 

0.55 cm and an apex angle of 40". The arms of each 
\'-cut mesh consist of 3 rows of patches and are there- 
fore - 1.65 cm wide a t  the aperture; the perpendic- 
ular arm width is approxiinately 1.65 cos 20' x 1.55 
cm. Four lengths of plate are simulated: 0.20 m (ap- 
proximately 6.7 pulsewidths in length); 0.33 m (- 11 
pulsewidths); 0.50 m (- 16.7 pulsewidths); and 1.00 
ni (- 33.3 pulsewidtlls). The plate length is never 
so small as to  be con~parable with the width of the 
applied pulse, hence none of the antenna designs is 
electrically short. The antennas may therefore be as- 
sumed as supporting TEM (spherical) waves. 

The results of flaring these four V-cut antenna designs 
are depicted in Figures 15, 16, 17 and 18. 

It  is clear that  flaring the plates of an aperture an- 
tenna, according to an exponential law, can signifi- 
cantly increase the peak radiated field, without nec- 
essarily distorting the radiated waveform. 

Radiated far-field: 0.2m flared V-cut 
2000, 

I I 

alpha=30 (dot) 

alpha=60 (dash) 

alpha=90 (dot-dash) I I, 

alpha=120 (solid) 

-0:. 0 2  0; 0:6 0:&3 1:2 1!4 
t (light m) 

Figure 15 Flared 115 m V-cut far-field 

Radiated far-field: 0.33m flared V-cut 

alpha=O (sobd) 

alpha=20 (dot) 

alpha=30 (dash) 

J 
alpha=50 (solid) 

-7000 
0 0 5 1 1 5  

t light m) 

Figure 16 Flared 113 m V-cut far-field 

The most significant increase in the magnitude of the 
radiat,ed far-field is for the short,er antenna designs. 
In the case of the 0.20 m antenna the peak far-field 



increases by more than a factor of 2.2, whilst for the 
0.33 m structure the increase exceeds a factor of 1.7. 
The  longer antennas show a less pronounced effect. 
In the case of the 0.50 m V-cut, the peak far-field 
increases by a factor of - 1.4, and for the 1.00 m 
V-cut the increase is by a factor of - 1.3. 

The  radiated waveform is also more distorted in t,he 
case of these longer antennas. For the 0.20 m and 0.33 
m V-cut simulations, no significant change in the radi- 
at,ed waveform is apparent with increasing a .  For the 
0.50 m V-cut antenna there is no appreciable wave- 
form distortion for a < 20 m-'; however, as this value 
of a is passed, the pulsewidth of the waveform begins 
t o  broaden ( a  = 30 m-I). In the case of the 1.00 
m antenna hon~ever a considerable distortion of the 
radiated waveform is apparent even for a = 10 m-' 
which produces the peak far-field strength. The  ra- 
diated waveform for a flaring of a = 20 m-' is fun- 
damentally different t o  that  for t,he unflared 1.00 m 
V-cut with a = 0 m-I. 

Radiated far-field: 0.5117 flared V-cut 
1000, I 

alphad 0 (dot) 

alpha=30 (dot-dash) 
-7000 
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Figure 17 Flared 112 m V-cut far-field. 

Radiated far-field: 1 .Om flared V-cut 
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Figure 18 Flared 1 m V-cut far-field. 

the time-derivat.ive expected for a TEM horn of sinall 
1;2uiic~h angle, a t  comparatively large values of a .  

Firstly, i t  is clear from Figure 14 that  the surface of a 
flared V-cut antenna is not defined by radial lines, as 
is the case for an unflared antenna. Hence the flared 
\'-cut antenna will not strictly be a T E M  antenna. 
Since the surface of the antenna varies smoothly how- 
ever, i t  might be thought that  a T E M  spherical wave 
introduced a t  t.he (locally radial) feed region might be 
transmitted along the antenna without suffering ap- 
preciable dispersion. This would appear to  be true of 
the shorter antennas, Figures 15 and 16. There will be 
a critical flaring beyond which TEM modes of propa- 
gation could not be supported as far as the aperture, 
however. If such a flaring were exceeded then dis- 
persion of the different frequency components would 
become an important consideration. 

Secondly, for large values of the flaring parameter a ,  
the antenna plates become steeply inclined t o  the az- 
imuth (ground) plane near the aperture. The antenna 
will then be, essentially, a coplanar fin antenna (or 
TEM horn of large elevation) rather than a low eleva- 
tion TEM horn antenna. Whilst the latter structure 
will radiate the time-derivative of the applied volt- 
age, the former structure radiates a faithful copy of 
the voltage waveform (see, for instance, [21] or [20]). 
A similar phenomena can be observed in the case of 
transient radiation from wide-angle biconical antennas 
(see [22]). Hence, as  a increases, a trailsition in the 
radiated far-field might be expected, from the time- 
derivative of the applied bias to  a faithful copy of that  
waveform. I t  might be noted, in this context, that  the 
far-field of the greatly flared, long antenna ( a  = 20 
m-l ,  Figure 18) appears to  be developing a step-like 
character. 

I t  would be difficult t o  tell from these results exactly 
which kind of waveform distortion might be physi- 
cally significant for this particular range of parame- 
ters. More importantly however, i t  is clear tha t ,  for 
the shorter antennas (0.20 m and 0.33 m) ,  no such 
effects are predicted. I t  must also be remembered 
that  these designs gave the most significant increase 
in peak radiated field strength, with flaring. 

3.4 Conclusion 
I t  is clear that  flaring, according t o  an exponential 
law, can significantly improve the radiated field of 
an aperture antenna. In particular, for shorter T E M  
antennas the peak radiated far-field can more than 
double under an optimal flaring. In such a case the 
radiated waveform remains essentially unaffected by 
plate curvature. In contrast, for longer antennas the 
peak radiated field increases by only a factor of 1.3, or 
so. In addition, the radiated waveform suffers consid- 
erable distortion compared with that  of the unflared 
structure. 

There are a t  least two significant phenomena which 
could cause a distortion of the radiated waveform from 



4. CONCLUSION 
In producing practical T E M  antennas for wide band 
applications two considerations are important.  The 
first is a correct understanding of the behaviour of 
the idealised, infinite T E M  structure on which the an- 
tenna is based. The  second is an  understanding of how 
t o  optimise the practical antenna, created by truncat- 
ing tha t  infinite structure. Only when both aspects of 
antenna design have been properly addressed can an 
optimal design be reliably produced. 

In this paper we have considered both of these as- 
pects for a TER4 horn antenna. We have demon- 
strated analytical and numerical methods for calcu- 
lating the characteristic impedance of a TEM horn; 
these methods verify earlier experimental measure- 
ments. We have also demonstrated the potential of 
profiling the horn for improving the radiated far-field 
of such antennas. 
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ABSTRACT 
This paper concerns the use of time- and frequency- 
domain methods for computing the interaction of high 
power microwaves with simple and complex structures. 
Effects of various factors - the geometric modelling of 
the structure, the Fourier transformation, the shape of the 
incident pulse, etc. - on the CPU-time and the accuracy 
of the solution are demonstrated. Results of our 
computations for various structures are presented. 

INTRODUCTION 
Use of time-domain methods such as the FDTD for 
modelling a wide variety of electromagnetic interaction 
problems has been increasing in popularity for a number 
of years. Application of the FDTD method has included 
modelling very complex structures such as the human 
body, microstrip and microwave structures, radar cross- 
section computations and inverse scattering [I]. 
Response can be obtained directly in the time domain, or 
in the frequency domain tluough a fast Fourier 
transformation (FFT). 

PROCEDURE 
Figure 1 shows some of the cylindrical structures with 
apertures and slots chosen for this study. A plane wave 
with a Gaussian waveform is assumed to be incident on 
the structure. The FDTD method is used to compute 
time-domain fields at various points inside and outside 
the cylinder for two incident plane wave polarizations. 
Frequency-domain response is obtained by taking an 
FFT of the time-domain response, with de-convolution 
of the incident waveform, resulting in a waveform- 
independent frequency response (i.e. the transfer 
function). This response is then compared with the 
frequency domain response obtained by the moment 
method implementation of the electric field integral 
equation (Em) .  

Since both the FDTD method and the EFIE method have 
been well described in the literature only a minimal 
description essential for this paper is given here. The 
theme of this paper is the conzparison of frequency- 
domain results obtained from the two methods, rather 
than the intricacies of the methods themselves. 

Frequency-domain codes such as the NEC [2] and a. FDTD Method: 
JUNCTION [3] have also been extensively used for The FDTD method is a direct implementation of tlle 
electromagnetic analysis of a wide variety of structures. time-dependent Maxwell's equations: 
Response obtained in the frequency domain can be 
converted to time domain using an inverse fast Fourier 
transformation 0. 

1 The choice between a frequency-domain method and a 
tie-domain method for modelling and analyzing a 
specific electromagnetic interaction is not always 
straightforward. This paper investigates the effect of a 
number of factors on the accuracy of the solution 
obtained. These factors include incident field wave 
shape, geometric modelling of the structure, Fast Fourier 
Transformation (FFT or Im, and computer time 
considerations. 

The finite-difference procedure proposed by Yee [4] 
positioned the E and H fields at half-step intervals 
around a unit cell (Yee cell), where E and H are 
evaluated at alternate half time steps, effectively giving 
centred difference expression for both space and time 
derivatives. For example, taking one of the three partial 
differential equations associated with each of the vector 
equations above gives 
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Rewriting them in finite difference form yields a 
complete system of six finite-difference equations which 
then provides a computational scheme: the new value of 
a field vector component at any point depends only on 
its previous value and on the previous values of the 
components of the other field vector at adjacent points. 
Thus at any given time step the computation can proceed 
one point at a time for a single processor, or several 
points at a time for a machine with parallel processors. 

b. EFIE Method: 
Reference [5] describes a simple and e:'fic-ient numerical 
procedure for scattering by arbitrarily shaped bodies, 
using the moment method to solve the electric field 
integral equation @FIE). The object surface is modelled 
as a finite union of planar triangular patches. Because 
of the EFIE formulation, this procedure is applicable to 
both open and closed surfaces. It has been applied to a 
wide variety of electromagnetic interaction problems and 
has yielded excellent correspondence with measurement 
and other numerical methods. In JUNCTION, the EFIE 
approach is extended to analyi: an arbitrary 
configuration of conducting wires a: : bodies. The 
algorithm developed [5] can handle wire-to-wire, 
surface-to-surface, and wire-to-surface junctions. A 
modified version of JUNCTION is used here as the 
"EFIE method. 

PLANE WAVE FORM 
In this study, the time-domain incident wave on a 
structure is a Gaussian plane wave (Figure 2a). Figure 
2b shows the frequency spectrum of this pulse. Note 
that 1% and 0.1% of peak value are reached at about 2.9 
GHz and 3.6 GHz, respectively. A narrower time-pulse 
will have a wider frequency spectrum. 

GEOMETRIC MODEI,I.ING 
All electromagnetic simulation codes require the 
structure to be represented geometrically in a specified 
manner. DIDEC.DRE0 is a program used for this 
purpose. It creates wire grid, surface patch and cell 
models for electromagnetic interaction analysis. 
Figure 3 shows a block diagram of the DIDEC.DRE0 
structure. The program allows a structure to be created 
or altered interactively. Several files can be merged 

together, allowing the creation of complicated structures 
by parts. The results associated with one or multiple 
input or output files can be displayed dynamically on 
one or more viewports. The structure to be analyzed 
can be input in various ways. Numerical entry of 
vertices on a keyboard, digitization of a blueprint with 
a graphics tablet, input files of one of the EM analysis 
programs (NEC, E m ,  FDTD, etc.), a built-in library of 
shapes which can be merged, and AutoCAD DXF files 
are the present means for creating a structure. Once a 
structure has been stored in DIDEC format, the program 
allows one to create input files for a number of 
electromagnetic analysis codes such as NEC (Numerical 
Electromagnetic Code), TWTDA (Thin Wire Time 
Domain Analysis Code), EFIE (Electric Field Integral 
Equation Code) and FDTD (Finite Difference Time 
Domain Code). Figure 4 shows a cylindrical structure 
modelled as triangular patches for analysis using the 
EFIE code. Figure 5 shows She same cylinder as a 
union of Yee cells for analysis using the FDTD code. 

EFIE RESULTS FOR 
A CYLINDER WITH OPENINGS 
Figure 6 shows a cylinder with an aperture and three 
slots used in the study. It also shows a rectangular 
metal plate to simulate a circuit board. Three 
configurations of the connection between the cylinder 
and the metal plate, as well as two different pulse 
directions, are used. Figure 7 shows some of the EFIE 
results for one of the configurations at 1.1 GHz. It 
shows a three dimensional E-field plot at a transverse 
section at the centre of the cylinder. It also shows the 
corresponding E-field contour plot. The three 
dimensional plot and the contour plot show the 
distribution of E-fields in and around the cylinder and 
the concentration of these fields at the slots. 

FDTD RESULTS AND 
COMPARISON IN THE FREQUENCY DOMAIN 
The surface of the cylinder and plate occupies about 
2800 Yee cells, centrally located within an FDTD cell 
space of 8 1 x8 1 x8 1 cells. The centre of the cylinder is 
chosen for comparison and only the Ez-field is shown 
for both axial and transversal illuminations. A Gaussian 
pulse as described before is assumed to be incident on 
the cylinder. Figures 8 and 9 show the Ez-field obtained 
from a Fast Fourier transformation with de-convoIution 
of the incident pulse. For comparison the corresponding 
results from the EFIE-based JUNCTION method are 
also shown. The comparison between the two methods 
is very good. Some disagreement exists between the 
peak magnitude at the resonance frequencies. 



C P U - T I M E  C O N S I D E R A T I O N S  A N D  
MODELLING GUIDELINES 
We have shown that in computer simulations of the 
interaction of electromagnetic waves with geometric 
structures, both time- and frequency-domain codes may 
be used. The two independent methods are comparable 
- as long as proper precautions are taken - and can be 
used as verification of the accuracy of each other. 

From an efficiency, i.e. CPU-time economy, point of 
view, the FDTD method with an incident Gaussian pulse 
is the approach of choice. For this example, running 
EFIE takes about 4 hours of CPU-time on a VAX 6420 
for each frequency, running FDTD with the Gaussian 
pulse (2049 time steps) takes 14 hours. Other geometric 
configurations also have a similar CPU-time ratio, that 
the CPU-time taken for EFIE(one frequency) :: 
FDTD(Gaussian) is 1 ::3.5. 

The reason that FDTD(Gaussian) is the most efficient is 
that the time-domain response decays back to zero 
rapidly, and that after a complete run, one can Fourier- 
transform the results (with de-convolution of the 
Gaussian pulse) and obtain the field response for all 
frequencies (within the wide frequency spectrum of the 
Gaussian pulse). In other words, in the time it takes 
EFIE to run less than four frequencies, the process 

FFTIGaussian [ FDTD(Gaussian) 1 
= EFE(al1 frequencies) 

gives the whole frequency spectrum of responses. 
Because frequency-domain response comparison, with 
FFI'(FDTD) versus EFIE, has been shown to be 
reasonably accurate, this process is a reliable and time- 
saving method in obtaining frequencydomain data. 

Thus, in summary, the merits of the FDTD metl~od with 
an incident Gaussian pulse, followed by a time-to- 
frequency Fourier transform, are: 

a. large frequency content of the incident pulse, 
b. pulse decays down to zero rapidly, minimizing 

running time, and 
c. efficiency: one time run to obtain all 

frequencies. 
(Note, however, there is nothing "magical" about the 
Gaussian pulse itself: any time-domain pulse of narrow 
pulse width would share the same merits. The Gaussian 
pulse is chosen because of its simple analytic form and 
because it is a "standard''.) The main disadvantage is 
due to computer resources, that only the chosen field 
quantities at several specified points are written to the 
output (although all six field components at all the Yee 
cells are evaluated at each time step, due to the 

constraint of the size of the output file only those chosen 
ones are written out). The code must be run again for 
computation of other field components and at other 
points. (As a contrast, in EFIE the currents on all the 
edges are stored in an output file. So the field values at 
any other points at the same frequency can be calculated 
from this "currents file" and EFIE does not have to be 
rerun.) 

Tie-domain response comparison has some inherent 
inaccuracies, mainly due to the fact that difference 
equations are by definition approximations to differential 
equations. In FDTD versus FFT(EFE), care has to be 
taken in finding the correct field locations for direct 
comparisons. 

Finally, it must be remembered that discretization errors 
can be significant. In the FDTD approach one must 
keep in mind that the minimum reliable wavelength is 
ten times the size of the Yee cell (hence setting the limit 
for the maximum reliable frequency). Also, using 
smaller cells (hence more cells), within the limit of the 
host computer, to model the geometric object may 
improve the accuracy of the comparison. The 
availability of the field quantities only at discrete points 
due to the lattice structure can create some problems. In 
the frequency-domain code EFIE, discretization affects 
both the high and the low frequencies: on the one hand 
there is the one-fifth wavelength rule, setting the limit 
for the maximum frequency, and on the other hand at 
low frequencies there must be enough spatial resolution 
to reflect highly varying fields in neighbourhoods of 
"boundary edges". It must be remembered that the 
discretization guidelines of "10 cellslh" and "edges 5 
?J5" are "traditional" ones based on experience from 
many studies in computational electromagnetics. They 
are sometimes more stringent than necessary and useful 
results may be obtained even above the high-frequency 
threshold. This is why in sometimes we may present the 
high-frequency results well above the threshold. The 
point of caution is that if the guidelines are violated, one 
must seek independent verification of the results 
obtained. 



CONCLUSIONS 
In this study, the penetration of HPM inside an cylinder 
with openings and loaded with a rectangular metal plate 
has been studied. The FDTD code has been used to 
calculate the time-domain response for a Gaussian pulse. 
Comparison, in the frequency domain, has been made 
with the results obtained by using the frequency-domain 
method E m .  Effects of various factors such as wave 
shape, structure discretization, and fast Fourier 
transformation on CPU-time and accuracy of the results 
were discussed. Guidelines for using the timedomain 
and the frequency-domain codes were suggested. It was 
found to be more efficient in most cases to use the time- 
domain method. 
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Figure 1. Some of the cylindrical structures under study. 
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Figure 4. Example of a triangular 
surface-patch model for EFIE. 

Figure 5. FDTD model of the 
same cylinder. 
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Figure 7. E-field in and 
around a cylinder with 
slots and floating plate. 
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Figure 8. Ez-field at the centre of cylinder under an axial pulse: 
FDTD versus EFIE in frequency domain 
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Figure 9. Ez-field at the centre of cylinder under a transversal pulse: 
FDTD versus EFIE in frequency domain 



DISCUSSION 

MALABIAU 

1/ Quelle est la frkquence maximale correspondant h la discretisation effectuee sur le 

modPle de fr6gate qui a 6t6 present6 ? 

2/ Quelle est la taille maximale des matrices utilises dans les calculs ? 

AUTHOR'S REPLY 

I /  La discrktisation a kt6 effectuee pour pouvoir &re valide jusqu'h 100 MHz environ. 

2/ La taille maximale des matrices est de 5000 h 10000 ~10000. 

E. SCHWEICHER 

Did you validate your code by calculating the pulse response of a perfect conducting 

spherical target ? 

AUTHOR'S REPLY 

Yes, the code was validated for a number of targets, including a perfect conducting 

sphere. 

Translation: 

I Q .  
1. What is the maximum frequency of the digitizing carried out on 

I 

I the model of the frigate which was presented ? 

2. What is the maximum size of the matrixes used in the 
calculations ? 

A. 

I 1. Digitizing was carried out for validation up to about 100MHz. 

I 2. The maximum size of the matrices is 5000 to 10 000 x 10 000. 
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SUMMARY 

For objects, which are too large to be calculated 
with the MM or the FDTD an approximation ba- 
sed on line theory was developed. For calculating 
an object a wire gnd model is made. This model is 
described by Z-Matrix coefficients whch are cal- 
culated approximately using line theory. The cou- 
pling of the wires are taken into account. Having 
the Z-matrix it takes less effort to determine the 
currents at some special points of the object. 

Though the procedure is designed for the calcula- 
tion of big objects compared to a wavelength, so- 
me results for simple objects are shown and com- 
pared with the results received by different 
methods. 

1 INTRODUCTION 

2. THE BASIS OF THE CALCULATION 

2.1 THE TRANSMISSION LINE EQUATIONS 

The basis of the procedure are the equations of a 
straight wire located above a perfect conducting 
plane. The current in the wire is induced by an in- + 
coming field EinC . Then the line equations are 

The use of the MM or the FDTD for calculating 
currents on the surface and on the inner parts of a 'Y2 = (R'+ja~? * (G'+J~O , 
metallic body is oRen limited by the ratio 

size of object 1 wavelength P+L~ 
Z2=-. 

or the fineness of the modelling. If the size in- 
creases or the shape gets more complicated the - - 
effort for calculation grows, too. For duch objects The ofthe equations is an approximation based on line theory was deve- 
lop& The object is seen to be a wire grid model 
and the wires are considered as coupled transmis- U(s) = e l*"  * (C1 + P(s)) + eY*" * (Cz + Q(s)), 
sion lines. Line theory is always applicable if the 
current distribution on the object's surface can be I(s) = 
approximated by a superposition of forward and 

(2) 

backward running waves induced by discrete * (,--p* * ( c 1  + P ( ~ ) )  - ep * (cz + Q ( ~ ) ) ,  sources or incoming fields. z 

It is a widespread opinion that line theory is only 
applicable if the wires run parallel at a small di- with 
stance to a perfect conducting plane. This opi- 
nion arises from the usual way to derive the line 

S +  equations assuming a TEM propagation of the P(s) = + * I(Einc * 2) * ert * df, 
wave on the wire. Actually it can be shown under 
weaker assumptions that the line equations are a SO 

rather good approximation of the current distri- 
bution in a wire. If a wire is near to a perfect con- * 2 )  * ey*t * d* , 
ducting plane the line parameters L' and C' are 
real. If the distance increases L' and C' become sa 

complex. 
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I is the current in the line, U is the voltage bet- is shown in fig. lb. If we assume that only nonra- 
ween the line and the perfect conducting plane, s diating loads are connected at the ports, the port 
is the length parameter, s, and s, are the length pa- voltages are a linear function of the port currents 
rameter values of the starting point and the end and this function is commonly called the Z-matrix. 
point of the line, Z is the line impedance. y is the If the wire grid model consists of N wires, the d e  

, . +. 
propagation constant and e is the unit vector in vice has 2~ ports and the rank of the Z-matrix is 

2N. If the device is influenced by a linear polari- 
the direction ofthe wire. R' L', G' and C' are the zed plane wave generated by a distant source, the 
line parameters and '17 '2 are constants from the Z-rnatnx has an additional column (3), and if the integration ofthe differential equations (1) needed wave is elliptically the Z-rnatnx to connect loads on both ends of the line. has 2 additional columns. The Z-matrix for a li- 

+ nearly polarized incoming plane wave is shown in 
The incoming field Einc has no special assump- equation (3). 

4 

2.2 DESCRIPTION OF AN ENSEMBLE OF 
normal Z-matrix of a column 

WIRES BY A Z-MATRIX 
device with 2N ports for the plane 

wave 

tions. Einc could be a plane wave or it could be a For the calculation we connect the ports by small 
field of a source located in the vicinity of the line. pieces of wire to get back the wire grid model. B e  

cause these wires are very small, they are nonra- 
We consider now a single wire in the vicinity of diating. 
other wires. The currents in the other wires produ- + 
ce a field PC, which induces a current distribu- (3) 

In fig. la  we see as an example the wire grid mo- 
del of a piece of a plane. The ends of the wires are 
called nodes. If two or more wires belong to a no- 
de, we shorten these wires at the node a tiny bit 
until every wire is isolated. If a wire touches the 
perfect conducting plane it is shortened too. After 
thls procedure the wire grid model appears as a 
passive electrical device made by isolated straight 
wires. Each end of a wire is a port of thls device. 
The device for the model of fig. l a  

tion in the single wire. If we look in thls way at all 
wires, we get a pair of equations of the form (1) 
for every wire, and all equations together form a 
coupled system of integral equations. In principle 
this system is directly solvable, but because of the 
large effort required for thls, we prefer to calcula- 

+ 
Emc(0) is the incoming plane wave at the origin of 
the coordinate system (a different point can be 
chosen, but then the phase of the coeffizients 

- . . . . .  . 
' . . . . .  . ' 

+ 
zi,,, will be different). p is the unit vector in the + 
direction of polarisation of Einc . 

te an approximate solution. I 

We call the matrix of equation (3) the "extended 
Z-matrix" . 

Fig. la: Wire gnd model of a plane area Fig lb: Device made by wires of the model of 
(Example with 40 wires) Fig. l a  (80 ports) 

/ ground plane 

perfect cond. perfect cond. 



2.3 DETERM[NATION OF THE MATRIX- 
COEFFICIENTS - COUPLING OF WIRES 

If the coefficients zi. of equation (3) are determi- 
ned exactly and if the other assumptions, pointed 
out in section 2.2, are realized, the matrix con- 
tains the coupling of the wires. But because some 
assumptions are normally more or less non- 
compliant, our solution will have certain inaccura- 
cies. Therefore we will not spend much effort in 
the calculation of the zg but determine them 
approximately. 

The coefficient zg defines the voltage at the i" port 
when a certain current flows into the j" port and 
all other ports are open. This follows simply 
from (3). To determine zij we first disconnect all 
sources and loads from all ports. Then we con- 
nect a voltage source at the ith port and calculate 
by use of (2) the current distribution Ii on the wi- 
re which belongs to the port, assuming all other 
wires are not present. On the other wires this cur- 

4 

rent produces an incoming field Einc, which is 
due to the voltage Uj at the jth port. The voltage is 
calculated again by use of equation (2). From 
this we have 

By calculating zi in this way the currents on all 
wires are n$ected, which do not belong to the i" 
port or the j port. The error produced by this ap- 
proximation is small if the neglected currents are 
small. Because all ports except the j" port are 
open, the neglected currents are considerably 
smaller than the current of the i" port. This is par- 
ticularly true if the length of the wires is less than 
a third of a wavelength. Futhermore our results 
show that the distance between the i" and the j" 
wire has to be larger than one third of the length 
of the longer of both wires. 

If the matrix (3) were a Y- or an S-matrix the 
determination of the matrix coefficients by a simi- 
larly simple procedure would produce considera- 
bly larger currents on the other wires. Therefore 
the errors would be much larger than when using 
a Z-matrix. 

To determine the coefficients zi,,, in the column 
for the incoming plane wave we first open all 
ports again and calculate by (2) the current hstri- 
bution on all wires not belonging to the i" port. By 
doing this we neglect again the coupling of the wi- 
res. All these currents produce a field. Then we 
calculate the sum of all these fields, superpose it 
with the incoming plane wave and calculate the 
voltage Ui at the port by using (2). Then we get 
by (3) 

3. THE CALCULATION OF A LARGE 
OBJECT 

We explain the procedure with the simple cylinder 
of fig. 2a. The cylinder is situated on a perfectly 
conducting plane. It is subjected to an incoming 
plane wave which is polarized parallel to the cy- 
linder axis. Inside the cylinder there are 2 wires. 
The 1"' wire protrudes from the cylinder through a 
hole in the roof. The 2nd wire is completely inside 
the cylinder. Both wires end at the bottom and are 
loaded there with 50 Ohms against the ground 
plane. The results of some calculations with t h ~ s  
cylinder are shown in section 5. 

In the 1"' step we make a wire grid model of the 
object as shown in fig. 2b. Every wire is conside- 
red to be a transmission line and is coupled with 
other wires. Its properties are described by the line 
parameters R', L', G'and C'. For each wire we 

Fig. 2a: Cylinder Fig 2b: Wire grid model of Fig. 2c: Wire grid model of 
the exterior the interior 

I 



receive R', L', G' and C' by 2 simple calculations 
of a monopole with the NEC2 program. 

For calculating a large object the object is hvided 
into several parts. The coupling between wires of 
different object parts is neglected. In the example 
of Fig. 2 a 1"' object part could be the roof with 
the wire protruding from the cylinder, a 2"d object 
part could be all the wires being perpendicular to 
the ground plane and a 31d part could be all the wi- 
res lyng parallel to the ground plane. 

In the 2"d step we calculate for all wires of the 1"' 
object part the extended Z-matrix using the proce- 
dure of section 2.3. Then we eliminate from the 
matrix all the rows and columns belonging to 
ports, whose nodes belong only to this object part, 
by connecting the ports by tiny pieces of wire ac- 
cording to the connections at the wire grid model. 
(Besides these nodes there are other nodes which 
belong to 2 or more object parts.) For doing this 
with a 2-matrix we need only little effort. After- 
wards every remaining "port" of the Z-matrix be- 
longs to a node, which belongs to other object 
parts, too. The elimination leads normally to a si- 
gnificantly smaller rank of the matrix. 

In the 3rd step we calculate the extended Z-matrix 
for the 2nd object part. Then the 1"' and the 2"d Z- 
matrices are combined to give a common Z- 
matrix. Th~s  also needs only little effort. 

The 3rd step is repeated with the next object part 
until all object parts are combined. Then we cal- 
culate voltage and current at those ports where we 
want to know the surface currents. 

In fig. 2c we see the model for the coupling into 
an object. We come back to this example in sec- 
tion 5. 

4. DETERMINATION OF LINE 
PARAMETERS 

The properties of a line are normally described by 
the line parameters R', L', G'and C'. Instead of 
these parameters the complex propagation con- 
stant y and the complex line impedance Z can also 
be used. Using y and Z has some advantage for 
the determination of the parameters, because the 
change of the current and voltage as a result of a 
change of a parameter can easily be predicted (1). 
With the procedure mentioned in 4.2 the advanta- 
ge is obvious. 

The attenuation constant Re(y) (Re(y) denotes the 
real part of y), the phase velocity v, and the line 
impedance Z have to be determined very carefully. 
The prevailing investigations have shown that the 
parameters of a straight wire are nearly indepen- 
dent of the wire's length, but are strongly depen- 
dent on the frequency. Since the determination of 
the attenuation is dfficult using short wires, the 
wires used are about 10 wavelength long. Fig. 3 
shows the current distribution on the monopole of 
fig. 4 for the cases of transmitting and receiving 
according to NEC2 and to the line model. The line 
is considered to be homogenious. The parameters 
were determined by the procedure of section 4.2. 
The diameter of the monopol was 0.2m. At the 
"open" end of the line a capacitive load was con- 
nected, producing a reflection factor of 
r = 0.6 * e 9 5 ° 0  

Fig.3a: Current distribution on the monopole of 
fig. 4 for transmitting due to NEC2 and 
the line model (f-100 MHz) 

. o o o  
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length parameter [m] 

Fig.3b: Current distribution on the monopole of 
fig. 4 for receiving due to NEC2 and 
the line model (f= 100 MHz) 

4.1 COMPARISON OF THE CURRENT 
DISTRIBUTION ON A MONOPOLE 
AND ON A LINE 
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Though the currents of the receiving case show 
quite good coincidence, the differences in the 
transmitting case are considerable. Obviously the 
capacitive coupling one can see by the strong d e  
crease in the result of NEC2 in fig. 3a, is not inc- 
luded in the line model. A better coincidence 
would be reached by an appropiate capacitor con- 
nected parallel to the source. However this capaci- 
tor is not necessary for the determination of the li- 
ne parameters. For the line model we used the fol- 
lowing parameter values: 

They are equivalent to (4) 

Though G' is negative, the line is a passive devi- 
ce. A negative G' is normal for thlck wires. 

4.2 HOW TO DETERMINE THE LINE 
PARAMETERS 

At the moment we receive the line parameters with 
an interactive procedure described in the flow 
chart of fig. 5. Therein the current distribution on 
a monopole calculated by NEC2 and by the cor- 
responding line model for the transmitting and the 
receiving case are compared. The parameters of 
the line are varied until the current distributions 
coincide sufficiently well. The monopole is shown 
in fig. 4. The procedure makes use of the trans- 
mitting case as well as the receiving case. Each 
parameter is estimated from the case which shows 
the more significant influence. Until now we have 
only considered wires in surrounding air. For thrs 
we have obtained the best results if 
vp = 3 * lo8$. 

Fig 4: NEC model for calculating the current 
distribution on a monopole 

1 Transmitting 

At some frequencies in the reixiving case the wire 
shows beside the "normal mode" a relatively 
strongly stimulated "second mode". If this hap- 
pens, the user must try to estimate the parameters 
for the normal mode. 

Fig. 5: Flow chart to get the line parameters 
(Compare the current distribution of 
NEC2 and of the line model) 

Choose vP=3*1O8 mis. 
I 

Choose the absolute value of Z, so that the 
maxima of the 2 current distributions 
have approximately the same amplitudes 
for receiving. 

I 
Choose Re(y) , so that the curves through 
all current maxima of each hstribution I are approxomately parallel for receiving. I 

ratios of maximum/minimum coincide 

so that the maxima and the minima appear 
at the same length parameter values of the 
monopole. 

Choose the phase of Z, so that the phase 
curves of the 2 distributions for trans- +=? 
rnitting coincide as much as possible. I 

I 
I Choose the absolute value of Z. so that the I 

maxima coincide for receiving. I 

short circuit A 
Receiving 



4.3 DETERMINATION OF THE LINE PARA- 
METERS FOR A FREQUENCY BAND 

The line parameters determined with the above 
mentioned procedure are not very exact, since 
most criteria are not significant and the 
estimation depends on the experience of the user. 
Therefore we recommend performing the 
procedure with several frequencies of a 
sufficiently wide frequency range and filter the 
results. Fig. 11 shows an example. There the 
parameters were determined at 6 frequency 
points in the range from 100 MHz to 1000 MHz . 
The parameters for the required frequencies are 
then received from the filtered curves. 

According to theoretical reflections one can 
presume that the true dependence of the 
parameters as a function of frequency is not so 
smooth as shown in fig. 11. 

5. COMPARISON OF RESULTS FOR SIMPLE 
OBJECTS CALCULATED WITH NEC2 
AND THE LINE MODEL 

From section 3 we conclude that the current 
distribution on monopoles in the receiving case 
can be quite well approximated by solutions of 
the line equation (2). According to the reflection 
principle this holds for dipoles in free space also. 

Fig 6: Square loop (6m x 6m) in free space influenced by an incoming wave ( e l 0 0  MHz) 

NEC2 jt---JC line model 

0 5 1 0  1 5  2 0  2 5  
length parameter s 

Fig. 7: Rectangular loop ( lm x 3m) in free space influenced by an incoming plane wave ( e l 0 0  MHz) 

NEC2 line model 



Fig 8: Wire grid model of a plane area (12m x 4.4m), 7 wires perpendicular to a perfectly conducting 
ground plane influenced by an incoming plane wave 

NEC2 4-- + coupled lines uncoupled lines 

S4 S5 SG S 7 

0 1 0  0  1 0  0  1 0  0 1 0  
length parameter s [m] 

The dipole can be considered as the one wire of 
a 2 wire line, where the 2 nd wire is situated so far 
parameters of the dipole result from those of the 
monopole according the reflection principle. 

In fig 6., fig. 7 and fig. 8 we compare the current 
distribution of simple objects calculated by 
NEC2 with those calculated by the line model. 
The solid curves show the results of NEC2. The 
results of the line model are marked by "xu. For 
all examples the line parameters are given by (4). 

6. COMPARISON WITH AN EXAMPLE 
FROM LITERATURE 

The cylinder of fig. 2a is an example treated in 
111. It is situated on a perfectly conducting 
ground plane and is induced by an incoming 
plane wave with 1 Vlm, polarized parallel to the 
cylinder axis. Unfortunately in 111 the thickness 
of the two 0.78m (driven wire) and 0.53 m 
(receiving wire) wires is not defined. With the 
line model the diameters of these wires are set to 
2 mm. The coupling into the interior of the 
cylinder takes place via the driven wire 
protruding the roof of the cylinder. 

The results shown in fig. 9 are taken from Ill. 
The result of the calculation was obtained with a 
FDTD program. The curves of fig. 9a show the 
voltage at the end of the driven wire when the 
end of the receiving wire is loaded with 50 Ohm 
against the ground. The load of the driven wire is 
not explicitly given in 111. One can probably 
conclude from the description of the 
measurement that the load is chosen to be 50 
Ohms also. Fig. 9b shows the voltage at the end 
of the receiving wire when the driven wire is 
loaded with 50 Ohms. In this case the receiving 
wire is probably loaded with 50 Ohms too. Fig. 
10a and fig. lob show the results of the line 
model. Driven and receiving wires are both 
loaded with 50 Ohms. For convenience these 
figures contain the results of the measurement of 
111 also. 

The present cylinder is not a typical example for 
the calculation method demonstrated here since 
the object is relatively small. 

The line parameters of the model are determined 
according to the procedure described in section 4. 
Fig. 11 shows the line parameters of the driven 
and the receiving wire as a function of frequency. 
The calculation of the voltages at the end of the 



Fig. 9a: Voltage at the end of the driven wire 
from 111 

Fig. 9b: Voltage at the end of the receiving wire 
from I l l  
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Fig. 10a: Voltage at the end of the driven wire 
o received by the line model z 
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Fig. lob: Voltage at the end of the receiving wire 
received by the line model 
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driven and receiving wire was performed in 2 
steps. In the 1" step the driven wire was cut close 
above the roof and the voltage between its 
remaining end and the roof was calculated. Then 
a short circuit was connected between the cut end 
and the roof and the current was calculated. 
Voltage and current defines a Norton-Generator 
used in the 2nd step. In the 2nd step we consider 
the cylinder from the interior. We close the hole 
in the roof and connect the Norton-Generator 
between the driven wire and the roof. Parallel to 
the Norton-Generator we connect a capacitance 
with about 2 pF to compensate for the difference 
between the current distribution of a wire and its 
line model in the vicinity of the source. This 
difference we have already seen in fig 3. At the 
upper end of the receiving wire we add another 
capacitance of about .5 pF against the ground to 
adjust the reflection factor at the end of the wire 
to reality. Then we calculate the voltages of the 2 
wires. For the pd step we use the same line 
parameters as for the 1" step. 

For the calculation of the 1st step the whole wire 
grid model was imaged to a single Z-matrix. In 
the Td step we decomposed the object into 3 
parts. The 1" part consists of a few wires on both 
sides of the Norton-Generator. The pd part 
consists of the roof, the vertical wires of the 
cylinder and the receiving and the driven wire. 
The 3rd part consists of all remaining horizontal 
wires. 

Special calculations with other objects showed 
that relatively small pieces of wire on both sides 
of a generator may not be coupled with other 
wires. Therefore here they comprise the 1"' object 
part. 

I 
7. PROBLEMS 

The current distribution on an object is 
approximated quite well by the line model if the 
wires are parallel. But there is a problem if lines 
are cascaded. We will show this problem in the 
following example. 

We first consider a straight line with a certain 
length. The line is fed at one end and has a 
certain current distribution. Then we cut the line 
into 2 halves, so that now 2 lines exist. When we 

Fig. 11: Line parameter for a large frequency 
band (driven wire and receiving wire) 

0 200 400 600 800 1000 
Frequency  [MHz1 

connect the 2 lines again at the cutting point they 
show an essentially higher current as the single 
line before, when taken coupling of the lines into 
account. If the coupling is suppressed, the 2 lines 
exactly show the same current distribution. 
Obviously the coupling in the direction of the 
line is already included in the line equations. 

In the program the problem is avoided by 
automatically suppressing the coupling between 
2 lines, which are directly connected. In cases 
when the coupling is desired, for example when 
the 2 lines run in opposite directions, the 
coupling can be restored by an additional short 
line connected between the 2 lines. 

References 
111 C. D. Turner, L. D. Bacon: Comparison of 

Experimental and Numerical Results on 
Microwave Coupling Into Cylindrical 
Enclosures 
IEEE Int. Symp. on EMC, Aug. 2. - 4. 1988, 
Session 4B, pp 205-209 
Seattle (State Washington) 



DISCUSSION 

P. ZWAMBORN 

Could you indicate the residual EM field inside a closed surface ? (the "leakage" of 

your thin-wire model) 

AUTHOR'S REPLY 

There is no leakage. The calculation runs in 2 steps. In the 1st step we calculate the 

current on the outer surfaces. In doing this the relative small current inside is 

neglected. From the calculation we receive a Norton Generator. 

In the second step we look to the cylinder from inside. The cylinder is totally closed 

and we have no direct penetration of the outer field. The field inside is induced 

exclusively by the Norton Generator. 

E. SCHWEICHER 

Does your method apply to the scattering of an incident wave by a FSS (Frequency 

Selective Surface) ? 

I am interested by your response because I had a PhD student who solved exactly 

Maxwell's equations for that problem by means of successive approximations. 

AUTHOR'S REPLY 
I'm not deeply involved in this subject. I think it depends on the selection 

mechanism. If the surface is made by resonant patches or dipoles, I think you can apply 

the method. 

LABAUNE 

When dividing the elements in families, are you sure that this division is always 

correct ? 

AUTHOR'S REPLY 

In doing this you can make big mistakes. This therefore needs some experience. The 

user has to know whether the mistakes are tolerable. Normally 2 wires which are 

perpendicular to each other have essentially less coupling than 2 wires which are 

parallel. You can test the mistake in a simple way : transform your result from the 

frequency domain to the time domain and look how good causality will be. 
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Abstract Electronic devices are susceptible to a wide variety 
of high-level electromagnetic interference signals, from 
medium to microwave frequencies. The ability to assess the 
susceptibility of these devices to interference using computa- 
tional techniques is an important asset to the designer. An 
essential ingredient in this process is the ability to combine lin- 
ear field computations with nonlinear circuit analysis. 

A frequency-domain-based computer program, known 
as TWIRE, has been developed for the periodic steady-state 
analysis of thin-wire antennas and scatterers loaded with non- 
linear circuits. In addition to linear and nonlinear resistors, 
capacitors, and inductors, these circuits may contain transfom- 
ers, diodes, transistors, N-port networks, etc. The computer 
program is based on an S-parameter technique that combines 
the thin-wire method of moments with a frequency-domain- 
based nonlinear circuit simulator employing harmonic balance. 

The program is applicable to arbitrary-size wire 
networks and antenna structures loaded with circuits such as 
amplifiers, attenuators, detectors, filters, multipliers, and mix- 
ers. The program has been tested on various nonlinearly loaded 
antenna structures. Its predictions are found to be in agreement 
with measured results, and with analytical results published in 
the literature. 

1. Introduction 

The widespread use of electronic circuits in computer 
and communication systems requires that such circuits operate 
in close proximity. Very often, these circuits are sources of 
interfering electromagnetic energy, and interact with each other 

I adversely. The ability to assess the immunity of these circuits to 
electromagnetic interference using computational techniques is 
an important asset to the designer. 

When an electronic circuit is exposed to interfering 
electromagnetic energy, currents are induced in the cables 
attached to the circuit, and in the various conducting traces con- 
necting the circuit's electronic components. The amplitudes of 
these currents might be high enough so as to cause the elec- 
tronic components to malfunction, or even fail. 

In order to predict the effects of electromagnetic inter- 
ference on the components of an electronic circuit, this paper 
combines linear electromagnetic field analysis with nonlinear 
circuit analysis. First, field analysis using the Richmond-Tilston 
thin-wire method of moments [I-41 is performed to determine 
the induced currents and an equivalent network of the field- 
exposed cables and conducting traces of the circuit. Then, the 

induced currents and the equivalent network thus found are 
combined with the electronic components, and the resulting 
system is analyzed using SPECTRE [ S ] ,  a nonlinear circuit 
analysis program employing the method of harmonic balance. 

The computer program SPECTRE can be used to find 
the periodic steady-state response of nonlinear circuits driven 
by single-frequency, or at most dual-frequency excitations. 
Here, dual-frequency excitation means that the source of the 
field, say a voltage generator, has an impressed voltage with 
two single-frequency spectral components. Alternatively, the 
two single-frequency excitations could originate from two sepa- 
rate generators. A practical example would be intermodulation 
interference from two mobile transmitters. Another example 
would be the interference in a single-frequency driven elec- 
tronic circuit caused by a nearby single-frequency transmitter. 

2. Analysis technique 

Given a thin-wire structure loaded with electronic com- 
ponents in a dual-frequency (wl and w2) impressed electromag- 
netic field, the following steps are applied: 

(a) On the wire structure, N ports are defined correspond- 
ing to the N ports of the electronic components con- 
nected to the wire structure. 

(b) The electronic components are removed. 

(c) The S-matrix of the N-port wire structure is determined 
at zero frequency using the following: 

i) Norton's equivalent circuit theorem generalized 
to N-port networks. 

ii) The nodal admittance formulation [6] .  

iii) Y-matrix to S-matrix conversion. 

(d) At the radian frequencies mw, + no2,  where m and n 
are non-negative integers, the S-matrix of the N-port 
wire structure immersed in the dual-frequency electro- 
magnetic field is determined using the following: 

i) The thin-wire method of moments. 

ii) Norton's equivalent circuit theo- 
rem generalized to N-port net- 
works. 

iii) Y-matrix to S-matrix conversion. 

(e) The N ports are shorted. Then, the currents that flow 
through these ports at the fundamental frequencies wl 
and 0 2  are determined using the following: 
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i) The superposition theorem. 

ii) The thin-wire method of moments. 

The currents thus determined will be referred to as the 
field-equivalent current sources. The wire structure is 
now equivalent to an N-port network represented by an 
N x N S-matrix loaded with these current sources. 

(f) The electronic components are connected to the N-port 
equivalent network, and the resulting system is ana- 
lyzed using SPECTRE. 

For a nonlinearly loaded thin-wire structure in impressed sin- 
gle-frequency (0,) electromagnetic fields, 0 2  is set to zero in 
(d) and (e). 

Figure 1. Equivalent representation of a nonlinearly 
loaded thin-wire structure in impressed electromag- 
netic fields. 

3. Results 

3.1 Example 1 
The first example selected for analysis is shown in 

Fig.2 and consists of a dipole antenna center-loaded with a 
Zener diode. The dipole height is L = 0.2734 m, and the wire 
radius is R = 0.00184 m. A uniform, single-frequency plane 
wave with peak electric field amplitude Eo and frequency f = 
300 MHz is incident on the wire structure. The electric field is 
parallel to the dipole antenna. The i-v characteristic of the 
Zener diode is approximated using the plot shown in Fig. 2. 

Figure 2. Dipole antenna loaded with a Zener diode, 
and the Zener diode approximate i-v characteristic. 

The steady-state current iL(t) through the Zener diode, 
as derived by Liu and Tesche [7] is given by 

where 

yi,(t) =The inverse Laplace transform of the input 
admittance Yi,(s) of the antenna. 

~ ( t )  =The voltage across the nonlinear load as a 
function of iL(t). 

i C t  =The time-dependent short-circuit current at the 
antenna port induced by the time varying inci- 
dent plane wave, striking the antenna at t = 0. 

Equation (1) contains a convolution integral over the entire past 
history of the antenna port, and may be solved for the steady- 
state current using a time-stepping technique [7]. 

By applying the analysis technique developed in Sec- 
tion 2 to the field-exposed antenna structure of Fig. 2, the equiv- 
alent circuit shown in Fig. 3 results. Then, for EoL = 10, 12.5, 
and 100 volts where Eo is the peak electric field amplitude, the 
computer program W I R E  is used to determine the periodic 
steady-state current through the Zener diode. For each of these 
cases, the normalized currents as determined by W I R E ,  and 
by Liu and Tesche are shown in Fig. 4. The first fifteen harmon- 
ics of the fundamental frequency f were chosen in constructing 
the waveforms obtained by TWIRE for each case since it was 
found that a larger number of harmonics results in less than 1% 
change in the current waveforms. 

Figure 3. The equivalent circuit of the antenna struc- 
ture shown in Fig. 2. 

When EoL = 10 volts, the electromagnetic field excita- 
tion is not strong enough to drive the Zener diode into reverse 
breakdown, and Fig. 4a shows the rectifying nature of the 
diode. When E& = 12.5 volts, Fig. 4b shows the normalized 
steady-state current through the Zener diode at the onset of 
reverse breakdown. When EoL is increased to 100 volts, the 
Zener diode reverse breakdown is evident from the normalized 
steady-state current plot of Fig. 4c. 

Figure 4. The normalized current waveform through 
the nonlinear load for (a)  Eo L = 10 K (b) E, L = 12.5 
V and (c) E, L =  100 V 



The normalized periodic steady-state currents obtained 
using TWIRE are in agreement with those determined by Liu 
and Tesche. For a wire structure with a large number of nonlin- 
early loaded ports, the time-stepping technique developed by 
Liu and Tesche becomes inefficient as it requires convolution 
over the entire history of each port. 

3.2 Example 2 

The third example chosen for analysis consists of a 
nonlinearly loaded dipole antenna immersed in a dual-fre- 
quency E-field, and is shown in Fig. 5. 

Figure 5. A diode-loaded dipole antenna immersed 
in a dual-frequency impressed field at fl = 141.25 
MHz and f2 = 159.32 MHz. 

The dipole antenna has a radius R = 0.003 m and a 
height L = 0.966 m . It is center-loaded with a diode whose i-v 
characteristic is approximated by 

where a = -0.00008 AIV and c = 0.00392 A/v~.  The dual-fre- 
quency E-field is parallel to the axis of the dipole antenna and is 
of intensity E given by 

E= 0.25 ( cos 2 K fi t + cos 2 K f2 t )  ( 3 )  

where fi = 141.25 MHz and f2 = 159.32 MHz. 

In order to determine the steady-current through the 
diode of Fig. 5, Schuman [8] solved a space-time-domain inte- 
gro-differential equation using a time-marching procedure car- 
ried out over 2560 segments in time. 

By applying the analysis technique developed in Sec- 
tion 2, the dual-frequency field-exposed antenna structure 
shown in Fig. 5 may be represented by the equivalent circuit of 
Fig. 6 in which two field-equivalent current sources are used to 
account for the impressed fields at frequencies fl and f2. Fig.7 
shows the current waveforms through the nonlinear load as 
determined by TWIRE, and by Schuman. 

Figure 6. The equivalent circuit of the diode-loaded 
dipole antenna of Fig. 5. 

In Fig. 7, the slow envelope has a frequency f2 - f ,  . 
The fast oscillations have a frequency at which the dipole is 
approximately half-wavelength-long. The magnitude of the 
FFT of the load current waveform was determined using 
TWIRE, and is plotted against frequency as shown in Fig. 8. 
This plot displays the intermodulation and harmonic compo- 
nents at 2fl + f2 ,  2f2 + f , ,  3f1, and 3f2. 

Figure 7. The diode current waveform of the dipole 
antenna structure shown in Fig. 5 when immersed in a 
dual-frequency impressed field at fi = 141.25 MHz 
and f2 = 159.32 MHz. 

Frequency (GHz) 

Figure 8. The magnitude of the FFT of the load cur- 
rent waveform shown in Fig. 7 as determined using 
TWIRE. This plot displays the intermodulation and 
harmonic components at 2f,  + f2,  2f2 k fl , 3f1, and 
3f2. 

The steady-state current waveform through the nonlin- 
ear load obtained using TWIRE is in agreement with that 
obtained by Schuman. For field-exposed antenna structures 
with a large number of nonlinear loads, Schuman's technique 
becomes very inefficient as it involves the solution of a large 
number of integro-differential equations over thousands of time 
segments. 

4. Conclusions 

An S-parameter-based technique has been developed 
and used to combine the thin-wire method of moments program 
with the SPECTRE frequency-domain nonlinear circuit analysis 
program employing harmonic balance. The technique has been 
tested on various nonlinearly loaded antenna structures, and the 
simulation results are in very close agreement with analytical 
results published in the literature. 

The combined field-circuit program may be used to 
determine the periodic steady-state response of nonlinearly 
loaded thin wires exposed to single or dual-frequency electro- 
magnetic fields. 
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DISCUSSION 

S. KASHYAP 

Could you please comment on the difference between the experimental and twire 

results ? 

AUTHOR'S REPLY 

We used a theoretical representation of the diode obtained from a commercially 

available library of solid-state devices. We did not independently verify that the diode 

used exactly matches the representation used and therefore suspect that diode 

variability is the main cause of the observed difference. 

A further possibility is that the laboratory setup requires a better arrangement of 

absorbing material to reduce reflections. 

J. LOVETRI 

I have two question. The first is : do you think that the discrepency between the 

measured results and calculated may be due to direct field coupling into the diode 

which was modeled by the nonlinear circuit analysis program ? 

The second is (I am not quite clear on this point) : when you replace the field problem 

by a Norton equivalent network, do you replace the impedance by a numerical value 
or by a function which depends on a. The reason I ask is that the intermodulation 

frequencies coming from the nonlinear circuit will, in general, see a different 

impedance. 

AUTHOR'S REPLY 

The dimensions of the diode are very small compared to a wavelength and also small 

compared to the wire segment length in the folded monopole. Therefore direct field 

coupling to the diode should be negligible. 

The field circuit problem is first solved for every harmonic frequency needed and also 

for every intermodulation frequency. Therefore frequency variation of network 

element properties is fully incorporated in the method. 
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SUMMARY 
A numerical simulation of HPM coupling to small 
missiles is described. The main interest is in the 
currents induced on the interior cabling in the reso- 
nance region. The results of the numerical simulation 
agree very well with real measurements performed on 
a test model. For a more realistic missile design we 
will find a very big reduction of the HPM coupling into 
the missile if its metallic fin system is replaced by a 
non-conducting one. Finally, we comment on the 
relation between maximum possible response and the 
shape of the incident microwave pulse. 

1. INTRODUCTION 
The electromagnetic resonance region of a target 
system is of particular interest for HPM coupling. If 
one succeeds in tuning the frequency of the illumi- 
nating wave to a resonance of the target system one 
will generally amplify the electromagnetic stress for 
vulnerable components inside the target system [Ref. 
1 I. 
Resonances appear at various steps of the electro- 
magnetic coupling mechanism. 

The surface current induced by the illuminating 
wave on the outer side of the target hull shows 
resonance bumps closely related to the length 
scales which determine the external geometry of 
the target [Refs. 2, 31. 
Slots in the metallic target hull which allow the 
electromagnetic wave to enter into the interior 
region will be especially permeable if half the 
wavelength fits the slot length. 
The target interior with its metallic components 
and cabling supports very pronounced cavity 
resonances. Depending on the location and 
orientation of the electronic component under 
study these resonances show up in the voltage 
across its ports. 

In this article we are interested in small missiles as 
possible targets for HPM. Their geometrical dimen- 
sion (about 1 m in length) is such that all different 
types of resonance phenomena tend to overlap. 

In one of the investigated missile designs the fin 
system for flight control penetrates the topological 
seuaration between shielded inside and unshielded 
outside. Under such circumstances it is no longer 
helpful to break the coupling problem into an exterior 

and an internal step. Back radiation from inside the 
target is no longer small. 

Complex problems like this can be solved either by 
measuring the coupling in a real experiment or by 
numerical simulation. 

In this paper we advocate the latter method. 

The quantities we are looking for are the currents 
produced by the HPM illumination in the interior 
cabling of the missile. For power consideration see 
Ref. 4. Our study assumes linearity throughout the 
whole coupling mechanism although in principle it is 
possible to include non-linear material properties. 

In section 2 we analyze the HPM coupling to a wire 
inside a cylindrical cavity and compare the results of 
the numerical simulation with a real measurement. 

Section 3 deals with a more detailed missile design 
and estimates the effect of replacing its metallic fin 
system by a non-conducting version. 

Section 4 comments on the question of optimum HPM 
pulse shape. 

Finally, a short summary of the results is given 

2. COUPLING TO A WIRE INSIDE A 
CYLINDRICAL CAVITY 

The coupling of an incident electromagnetic wave to 
some target is conveniently formulated in terms of the 
corresponding transfer function: 

In this definition E F  (f) is the amplitude of the 

incident continuous wave with frequency f and a 

given polarization P at the position assigned for the 
target. The illumination of the target by that wave 
causes the voltage across a port of a vulnerable 

electronic device inside the target, after steady state 
conditions are achieved. 
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Note that in this case T has the dimension of a 
length. The voltage T/: comprises both the amplitude 

and the phase delay with respect to the incident wave, 
hence T is a complex function of the frequency f 
and the polarization P . Obviously, the transfer 
function is closely related to the concepts of shielding 
and damping factors which we will not use here. 

We assume the target contains a wire connecting two 
electronic boxes in the inside (see Fig. 1). One box is 
close to the head, the other close to the tail. Both 
boxes short-circuit the wire via a small impe-dance to 
the target hull. 

. , 

wire 

, . . . . . . . 
target hull 

~ ~.... ... .......................................... 

Fig. 1. Target interior 

Under these frequently applicable conditions the 
transfer admittance of the wire 

is of crucial interest. The current I ,  is measured at 

the port of the device of interest. Again the current is 
defined relative to the phase of the incident c-w signal. 

Solving the transmission line problem for the wire and 
the target hull one can convert the transfer function 
into the transfer admittance and vice versa. 

To investigate the coupling into the target interior one 
usually factorizes the problem into an exterior and an 
interior part [Ref. 51: 

The exterior transfer function is the ratio of the 

actual field or current surface density at a small aper- 
ture or narrow slot on the outside of the target hull 
(after steady state is reached) over the amplitude of 
the incident wave. Taking polarization indices into 
account T, is a complex matrix and T a complex 

vector. 

The interior transfer function T is the ratio of the 

current I ,  to that external field or current surface 

density. If there are several penetration paths into the 
target each path gives rise to a term like (3). The 

complete results for Ty is then given by the sum 
over all the individual paths. 

The factorization (3) will be of practical importance if 
the penetration path from the outside region to the 
interior region is narrow, e.g. only a few narrow slots 
or small apertures perforate the metallic target hull. 
Under this condition will change only very little if 

all slots and apertures are closed and only the exterior 
of the target is seen by the incident wave. If the 
exterior geometry of the target is simple enough an 
analytical treatment for a resonance decomposition of 
the exterior transfer function may be manageable 
[Refs. 2, 31. The resonance poles of the exterior 
transfer function for the flat ended cylinder are well 
known [Ref. 31. 

As a simple well defined reference object we took a 
slotted cylindrical cavity with a single wire. The cylin- 
der is 50 cm long and 25 cm in diameter. Halfway 
between the two flat endcaps the cylinder jacket has a 
thin circumferentially oriented slot of 35" angular ex- 
tent. In the plane fixed by the cylinder axis and the slot 
center there is a wire at a distance of 4 cm parallel to 
the cylinder axis. The wire is shortened at both 
endcaps. The computer generated model of this 
configuration is shown in Fig. 2. The upper half of the 
cylinder is taken away to present the interior. The 
model uses a spatial resolution down to 5 mm which 
is sufficient for this electromagnetic simulation. We 
simulated a broad side illumination of this cylinder. 
The propagation vector at the incident wave is parallel 
to the direction pointing from the center of the slot to 
the center of the cylinder. The polarization is 
orthogonal to the slot. 

Fig. 2: Computer model of a slotted, cylindrical cavity 
with wire parallel to axis (top half removed) 

The resulting exterior transfer function T, as a func- 

tion of the frequency is presented in Fig. 3. This 
transfer function refers to a point 0.3 m in front of the 
slots center. The polarization for T, was that of the 

incident wave. The humps of the graph fit the low lying 
circumferential TE and meridional TM surface reso- 
nance modes as expected from that illumination [Ref. 
31. 

The exterior transfer function T, is of crucial interest 

when dealing with the frequency dependence of the 
radar back scattering cross section. Except for the 



peakat 210 MHz all other narrow spikes on the back 
of the broad humps are due to the reradiation of the 
cavity resonances via the circumferentially oriented 
slot. Obviously, the factorization into exterior and 
interior problem will be useful only if this reradiation is 
small and can be neglected. 

The transfer admittance of the wire inside the cylinder 
for broadside incidence is shown in Fig. 4. The trans- 
fer admittance refers to the current on the wire 1 cm 
away from the endcaps. 

The most prominent spikes are produced by the TEM 
modes followed by some of the TM modes. Note TE- 
modes do not support a current in strictly axial parallel 
wires hence they do not show up in the transfer 
admittance. The relative weight at which the individual 
TEM or TM resonance respectively contribute to the 
transfer admittance tends to follow the exterior trans- 
fer function. This illustrates the factorization property 
(3). 

Changing the distance of the wire relative to the 
cylinder axis shifts the TM resonance contributions to 
the transfer admittance up to 10 % on the frequency 
axis. 

The results presented in Figs. 3 and 4 are obtained by 
employing a commercial state of the art finite diffe- 
rence time domain code for Maxwell's equations on a 
middle class computer work station [Ref. 61. Fig. 5 
shows the same transfer admittance as measured by 
a real experiment [Ref. 71. Both results agree very 
well. The conspicuous differences in the height of 
narrow peaks are due to different frequency resolution 
and slightly different measurement positions in both 
experiments. Some tiny sharp spikes which appear in 
Fig. 5 and are missing in Fig. 4 can be attributed to 
TE-modes. They contribute in the ,,real6' experiment 
because there the wire was not absolutely parallel to 
the cylinder axis. 

Taking into account the sensitivity of the transfer 
admittance to minor variations of the wire location, 
computer simulation has proven to be a fast, reliable 
and cost efficient method to measure transfer func- 
tions. 

If a slot of length I in a big planar shield is illumin- 
ated by an orthogonal polarized wave with a wave 
length longer than 

a short wire bridging the slot at its center will carry the 
following current: 

In this formula 2, denotes the impedance of free 

space. The transfer admittance of that little bridge 
across the slot is: 

The circumferentially oriented slot of our cylinder has 
a length of 0.076 m. The same slot in a planar shield 
would produce a transfer admittance of 2 x 1 o4 
A x  WV. This is much less compared to what is 
received by the wire in the cylinder at resonance 
frequencies. 

The characteristic impedance of the wire at a distance 
of 4 cm parallel to the cylinder axis is about 250 R + 
10 % depending on the the exact value for the diame- 
ter of the wire. 

The transfer admittance of the wire close to the cylin- 
der endcap transforms into the following transfer fun- 
ction for the voltage between wire and cylinder hull 
halfways between the two endcaps: 

Near resonance we get: 

This again is significantly more than what is expected 
from the geometrical length of the slot alone. 

3. MICROWAVE COUPLING TO A MISSILE 
Perhaps the most important penetration path for a 
microwave signal into a small missile is via its stabi- 
lizers and flight control fins. These fins get usually 
extended through narrow slots in the missile hull. They 
are connected by some handles with a steering device 
in the missile. Fig. 6 shows a computer model of such 
a missile. One half of the hull is removed to reveal the 
missiles interior. The missile model taken has a length 
of 63 cm and a diameter of 26 cm. Its interior is 
divided into 3 compartments by metallic partition 
walls. Only the middle compartment has a direct 
connection to the exterior since it houses 4 flight 
control fins. 

A wire connects the missiles tail cap with the front 
compartment. At both ends the wire is shortened to 
the hull; most of its way the wire runs within 0.5 cm 
distance from the hull's inner side. The wire enters 
and leaves the middle compartment via small ducts in 
the partitions. There was no direct conducting con- 
nection between the wire and the fin system. Spatial 
resolution of this computer model was 2.5 mm. 

We simulated a head-on illumination of that missile 
measuring the wire current in all 3 compartments. The 
corresponding transfer admittances for the middle and 
the tail compartment are presented in Figs. 7 and 8, 
respectively. The transfer admittance reflects basically 
the resonance spectrum of the missile's interior which 
was computed independently using a numerical 
electromagnetic eigenmode solver program. The 
lowest spike at around 140 MHz is caused by the fin 
system which extends from the middle compartment 
to the missile outside. The 140 MHz spike pops up in 
the missiles exterior transfer functions as well. An 
example is presented in Fig. 9 which displays the 
magnetic transfer function as measured at the pole of 
the hemispherical frontcap. The component shown is 
parallel to incident magnetic field of the wave. 



Comparing the transfer admittance as measured in 
the poorly shielded middle compartment with the 
transfer admittance in the separated tail compartment 
one learns that most of the induced current follows the 
wire and penetrates the partition walls. Capacitive 
leak off at the wire ducts is not very efficient. 

The maximum of transfer admittance in the fin com- 
partment is 1.2 x 1 0-3 N(V1m) at a frequency of 
1.57 GHz. In the tail compartment one still finds 
0.85 x 1 o - ~  N(V1m) at 1.83 G hz. 

The wire 0.5 cm apart from the hull inside has a cha- 
racteristic impedance of about 140 a. This means in 
the middle of the tail compartment one can expect a 
transfer function for the voltage between wire and hull 
of 0.12 m. 

An obvious way to reduce the coupling is to replace 
the metallic fins and fin handles by non-conducting 
counterparts. The effect of this action can be seen in 
Fig. 10 which displays the transfer admittance in the 
fin compartment for non-metallic fins. The geometry 
including the slots was not changed. 

The overall effect is a reduction of the coupling to the 
wire by 40 dB relative to the metallic fin system. The 
current in the tail compartment is even more reduced. 
The most prominent effect of this action on the exter- 
nal transfer function (Fig. 11) is the vanishing of the fin 
resonance spike at 140 MHz on the back of the lowest 
meridional exterior body resonance. 

For a missile with metallic fins the factorization (3) of 
the transfer function into interior and exterior part 
loses its practicability. From the topological point of 
view the distinction between shielded and unshielded 
regions becomes ambiguous. At the resonance of the 
fin system this distinction loses its meaning com- 
pletely. 

As a possible alternative for a non-conducting fin 
system a coating of the inner side of the fin compart- 
ment with absorbing material was suggested. Assu- 
ming a 1 cm thick layer of conventional HF absorber 
material we find a satisfactory damping of the reso 
nances between 1.5 and 2.5 Ghz. However, the 
strong lower lying resonance suffer only very little 
suppression. 

4. SPECTRAL ENGINEERING 
The maximum magnitude of the transfer admittance 
as a function of frequency constitutes an upper bound 
for the induced current relative to the incident electric 
field whatever spectrum is used for the incident pulse. 
Obviously, in order to get close to the maximum cur- 
rent one has to tune the incident signal precisely to 
the highest resonance in the transfer admittance and 
limit the bandwidth to about the halfwidth of the 
resonance peak. 

In the real world this optimizing strategy runs a high 
risk to fail. 

Usually, the resonance structure of a possible target is 
only poorly known. Fine tuning would require the 
frequency resolution not to be worse than a few MHz. 
Very often the target resonance one tries to excite sits 
in the lower part of the resonance spectrum where 
prominent resonance spikes are sparse. 

Very likely the attempt to maximize the responding 
current of a vulnerable target component by using fine 
tuned, narrow banded signals will end with at least 20 
dB less than what was expected because one has hit 
only the footing of the resonance one was aiming at. 

The physical characteristics of the HPM source pro- 
vide a further obstacle to obtain maximum response. 
For various source types the pulse length is quite limi- 
ted, i.e. 100 ns. The corresponding frequency band- 
width is then 40 MHz at least. This limits the fine tu- 
ning and lowers the actually achievable response. 

Taking into account the finite pulse length in time it is 
of interest how long the triggered response at a vul- 
nerable port inside the target persists. 

Because of the many contributing cavity resonances 
with vastly different decay times this response does 
not follow a simple exponential law. Roughly, one may 
characterize the length of the signal response by the 
time t% it takes from its peak amplitude to come down 
to half that value. 

As examples we selected two types of microwave 
pulses. Both are gaussian pulses with a carrier 
frequency of 1.5 Ghz. The short 10 ns pulse has a 
bandwidth of 354 MHz, the bandwidth of the ,,long" 
100 ns pulse is 10 times smaller. These two pulse 
types are used to illuminate the missile of Fig. 6 head- 
on with a peak strength of 1 Vlm. The resulting 
currents on its head to tail wire are summarized in 
Table 1. 

The table also contains the current strength obtained 
by a cw illumination. It can be seen that the currents 
induced by finite length pulses were considerably 
weaker than those induced by ideally tuned cw 
illumination. The length of current response is almost 
uncorrelated to the length of the incident pulse. 

Assume a digital circuit is connected to the end of the 
wire in the tail compartment. The riskthat the short 
microwave pulse triggers toggling in this circuit may 
be as high as for the long pulse. 

The current is described in the form peak amplitude in CIA l t in  in ns. 
The illuminating wave had a maximum field strength of 1 Vlm. 

fin compartment 
tail 
compartment 

Table 1: Current on wire inside missile 

metallic fin system non-metallic fin system 
cw 
91- 

41- 

short pulse 
9511 50 

321300 

cw 
12001- 

8 5 01- 

long pulse 
9 813 0 

1 5/35 

long pulse 
0.9130 

0.3140 

short pulse 
313 0 

0.071500 



5. CONCLUSIONS 
This study gives an example of the capabilities of a 
numerical simulation of microwave coupling into 
missiles. Spatial resolution down to the mm scale 
allows quite realistic modeling. 

The numerical method is especially helpful in cases 
where other solution techniques are not practicable 
and actual measurement is too involved. 

The fin system of a missile is identified as a very 
efficient penetration path into all compartments of a 
missile. This path can be almost stopped up if the fin 
system is made out of non-conducting material. 

For realistic pulse shapes the coupling of an illumi- 
nating microwave to the inside of a missile falls short 
of the theoretical maximum by a factor of approxi- 
mately 10. 

A narrowbanded signal tuned to the lower part of the 
resonance region of a small missile runs a high risk to 
achieve only a poor response because it may miss the 
sparse resonance peaks in that frequency band. 

REFERENCES 
[I] C.E. Baum, 

,,Maximization of Electromagnetic Response at a 
Distance", IEEE Trans. Electromagnet. 
Compatibility, Vol. 34, No. 3, pp. 148 - 152, 
August 1992. 

[2] C.E. Baum, ,,The Singularity Expansion Method", 
in Topics in Applied Physics, Vol. 10, L.B. Felsen 
Ed., Berlin Germany, Springer Verlag, 1986, pp. 
129 - 179. 

[3] H.M. ljberall, C.R. Schumacher, X.L. Bao, 
,,Resonant Attenuation in Electromagnetic Wave 
Scattering from Conducting Elongated Objectsi', 
IEEE Trans. Electromag. Compatibility, Vo. 35, 
No. 4, pp. 466 - 471, November 1993. 

[4] K.S.H. Lee, Fang-Chou Yong, Trends and 
Bounds in RF Coupling to a Wire inside a Slotted 
Cavity", IEEE Trans. Electromag. Compatibility, 
Vol. 34, No. 3, pp. 466 - 471, November 1993. 

[5] C.E. Baum, ,,Electromagnetic Topology: A For- 
mal Approach to the Analysis and Design of 
Complex Electronic Systems", Proceedings of 
the EMC Symposium, Zurich, pp. 209 - 21 4, 
March 1981. 

[6] The MAFIA collaboration, ,,Users'Guide MAFIA, 
Version 3.xU, CST GmbH, Lauteschlagerstr. 38, 
D-64289 Darmstadt, Germany. 

[7] Ch. Braun, W. Ochs, H.V. Schmidt, ,,Low Level 
Microwave Field and Current Coupling Measure- 
ments onlinto a Generic Missile Model", Fraun- 
hofer-lnstitut fur Naturwissenschaftlich-Techni- 
sche Trendanalysen, D-53864 Euskirchen, 
Germany, 1991. 



0. 5.000Et08 1.000Et09 1.500Et09 2.000Et09 2.500Et09 

FREQUENCY HZ 

Fig. 3: Exterior transfer function T, of cylindrical cavity for broadside illumination 
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Fig. 4: Transfer admittance T, of wire inside cylindrical cavity. 
Distance of wire to axis 4 cm. 
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Fig. 5: Same transfer admittance as in Fig. 4 but measured by experiment. Distance of wire to axis about 4.5 cm. 

Fig. 6: Computer model of a small missile with extendable fins and 3 compartments. Wire runs from head to tail. 
Half of the hull is removed to display the inside. 
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Fig. 7: Transfer admittance of wire in the fin compartment of small missile for head-on illumination 
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Fig. 8: Transfer admittance of wire in the tail compartment of small missile for head-on illumination 
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Fig. 9: Exterior magnetic transfer function of small missile for head-on illumination. Polarization same as for 
incident wave. 
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Fig. 10: Same transfer admittance as in Fig. 7, however, fin system is non-conducting 
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Fig. 1l:Same exterior transfer function as in Fig. 9, however, fin system is non-conducting 

DISCUSSION 

P. FUERXER 

Les sp6cialistes de l'acoustique des salles ont dimin6 l'effet de resonances fines non 
significatives en utilisant des sons hulul6s c'est-&-dire modul6s en frequence. Pensez- 
vous que cette approche pourrait etre utile dans le calcul des couplages 

6lectromagn6tiques ? Cette remarque s'applique de facon g6nkrale & la demarche 

actuelle basee sur les calculs sur ordinateur et pas seulement aux rksultats present& 
dans cet expose qui a particuliPrement bien mis en valeur les probl6mes et leur 

Translation: 

Room acoustics specialists have eliminated the effects of fine, 
non significant resonances by using warbled sounds i.e. frequency 
modulated sounds. Do you think that this approach could be useful 
for the calculation of electromagnetic couplings ? This remark 
applies in a general way to the present approach based on 
computer calculations and not simply on the results presented in 
this paper, which was particularly good at exposing the problems 
in all their complexity. 
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1. SUMMARY 
This paper describes our low power microwave coupling 
measurements on terminally guided missiles in the frequency 
range between 10 ... 8000 MHz. The plane wave excitation 
experiments have been carried out in our field coupling facil- 
ity, which consists of a asymmetric triplate transmission line 
with maximum field levels of about 40 V/m in the working 
volume. 

As test objects we examined five (semi) autonomous guided 
missiles. Three of them, former experimental studies from 
the Diehl company (GE), are presented in this paper. The test 
objects were positioned in the simulator in three orthogonal 
orientation with respect to the external field and were not 
connected to a power supply (inactive condition). 

In order to be able to systematically analyze the interaction of 
the external electromagnetic fields with the avionics and its 
wiring, we had to divide the investigations into three inde- 
pendent phases, namely, external interaction with the fuse- 
lage, mode of penetration to the interior of the missile and 
excitation of the electrical systems and the cabling. 

The coupling paths depend very much on the design princi- 
ples of the airframe. The main threat identified was back door 
coupling via those wings andfins, which are not attached gal- 
vanicly to the outer surface of the hull. Because of flight 
guidance, these parts are fastened through slots to the bear- 
ings of the motor drives inside the missile. The dominant 
cable resonances sometimes can be traced back to the reso- 
nances of the wings and/or fins and the type of cabling. 
Another threat was coupling via the long slots required for 
the folding wings. These shafts penetrate the whole body and 
enable the external fields to couple into the interior. The peak 
amplitudes at the ends of the cables were found to be between 
50 ... 500 [pA/(V/m)], depending on the test object. 

2. INTRODUCTION 
The INT is one of about 47 institutes of the Fraunhofer- 
Gesellschaft (FhG), a non-profit organisation for the ad- 
vancement of applied research. The INT is under contract of 
the Ministry of-Defence. The main areas of research are 
related to nuclear radiation and electromagnetic effects. Our 
group investigates electromagnetic coupling to large conduct- 
ing structures and systems. To this end, we work with various 
electromagnetic field codes (NEC, MAFIA, CONCEPT) and 
do plane wave excitation measurements with a self-developed 
field-coupling facility. 

Since 1985 we have conducted with this field simulator a 
great variety of tests on rather simple structures such as an- 
tennas and cylinders as well as on more complicated objects 
such as scale-models of aircraft (MRCA, EFA) and ship 
(frigate F122). 

Advanced guided missiles require sophisticated technologies 
with a considerable number of sensors and electronic devices. 
Autonomous and semi-autonomous missiles need antennas 
(electromagnetic, optical). Via these components electromag- 
netic fields can couple into the interior of such a projectile. 
The guidance principles of those missiles necessitate slots, 
cracks and interfaces for wings and fins, which cause further 
disturbing fields within the hull. These unwanted fields give 
rise to interferences and resonances on the cabling and on 
components, which may degrade the performance of the 
whole system. 

Some typical effects on guided missiles due to high power 
electromagnetic fields are disturbances of target identification 
and tracking, influence on the inertial measuring unit or gen- 
eration of unwanted motions of the rudder. These interfer- 
ences have different consequences, dependent on the guid- 
ance principle. For example, the missile can lose its target 
(IR seeker), leave its steering range (laser beam rider) or can 
be disturbed in its operating sequence. Furthermore the inter- 
fering fields within the airframe can impair electronic devices 
or even destroy them. The unwanted ignition of pyrotechnic 
elements (squibs) might be another awful consequence. 

In view of this threat the German MOD initiates a research 
project to investigate the coupling mechanisms onto and sys- 
tem performances on available missiles under analytical, 
numerical and experimental aspects. In 1992, the German 
MOD asked some of his laboratories and an industrial com- 
pany (Diehl Rijthenbach, GE) to investigate and assess the 
HPM threat to missiles. The task for INT was to 

-measure the coupling of plane waves in the frequency 
range between .O1 ... 8 GHz 
- on the airframe (hull, wings, fins) 
- through apertures into the interior 
- onto cables and components 

-determine the transfer functions with respect to the 
external field 

-find out the dominant coupling paths 
- ascertain the dominant resonance frequencies 
- cooperate on establishing test plans for the susceptibility 

measurements with considerable higher electromagnetic 
fields on the active missiles in view of the measured 
resonance frequencies. These tests will be carried out in 
another test facility (WTD 81 Greding, GE). 

Paper presented at the Sensor and Propagation Panel 
held in Ottawa, Cana 

Symposium on "High Power Microwaves (HPM)" 
da 2-5 May 1994. 
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Fig.3.1: Side view and cross section of the TEM wave 
guide of the INT (units in meter) 

3. INT FIELD COUPLING FACILITY 
All measurements were done with our field simulator. It was 
built in 1984 and served at first as a tool to carry out scale 
model measurements [1,2]. For example, we examined a 
1150-scale model of the German F 122 frigate, a 1120-scale 
model of the EFA aircraft and a 1110-scale model of the 
MRCA. Since then the equipment was permanently improved 
and is currently used mainly for real size tests on missiles. 

3.1 TEM Wave guide 
We use an open tapered TEM cell. To enlarge the test vol- 
ume, the septum was not placed in the middle, but at 
approximately 314 of the height of the cell. The design is 
illustrated in Fig.3.1. The simulator consists of a 

- source (coaxial input) 
- launcher which provides a transition from the circular 

coaxial output of the source to the unsymmetric 
rectangular triplate geometry of the line 

- long pyramidal shaped section of transmission line 
maintaining the width-to-plate separation ratio to provide 
a constant impedance (50 R) along the length of the line 
while gradually changing the cross-sectional dimension. 
This section is the actual simulator and includes the test 
volume 

- short parallel plate region, where resistors and absorbers 
are placed. 

At low frequencies, a resistor network in series with the cen- 
ter conductor and equal to the characteristic impedance of the 
transmission line provides a matched termination for energy 
propagating on the line. At high frequencies, a wall of e.m. 
energy absorbing material placed across the output end of the 
line provides a non-reflecting termination. 

The figure also shows that the maximum working volume 
cross section is about 3 x 2.5 m2. Nearly the whole area under 
the center conductor can be used as test volume: the smaller 
section at the beginning for small models or for the calibra- 
tion of field probes and the middle and the end section for 
larger test objects. 

3.2 Instrumentation and Signal Sensing 
The principal measurement set-up is shown in Fig.3.2. The 
test objects can be illuminated by CW-fields in the frequency 
range between 100 kHz and 8 GHz. Digital tuneable sweep 
generators followed by power amplifiers are used to produce 
maximum field levels of approximately 40 V/m in the main 
working volume. In the front part of the simulator this leads 
to about 200 V/m. 
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Fig.3.2: Principal measurement set-up 

As receiver we use two different vector network analyzers. 
All devices are controlled and read out via IEC-Bus by a 
desktop computer (HP9000). Data recording and processing 
are also performed with this computer or can be done by a 
DEC computer (VAX). 

For surface and free field measurements we use electrically 
small e.m. field sensors. Because these sensors are operated 
below the cut-off frequency, its output voltage is directly pro- 
portional to the frequency. Consequently these probes are re- 
ferred to as D-dot or B-dot sensors, depending on whether 
they respond to the electric or magnetic field. 

Partially we use AFWL-designed sensors, but because of 
their high costs we use them in the main for the calibration of 
our laboratory-made sensors. For small test objects with 
curved surfaces it is necessary to rely on miniaturized sensors 
which are specially fabricated by us. For the electric field 
they usually take the form of conical monopoles or dipoles, 
for the magnetic fields we use shielded half loops or loops. 
These self-made sensors must be individually calibrated. 



CW testing means exciting the system with a single fre- 
quency and measuring the response of the system (magnitude 
and phase) at this frequency. This procedure is then repeated 
at a sufficient number of frequencies f over a broad frequency 
range to define the system transfer function T(f) (ratio of 
system response to exciting signal). It is defined as the rela- 
tionship that describes, as a function of frequency, the 
response (e.g. voltage V(f)) at a measurement point within a 
given system that would be produced by the application of an 
e.m. field Ee(f) external to the system, that is 

T(f) = V(f) 1 Ee(f). 

4. COUPLING MEASUREMENTS 

4.1 General 
The reason for these investigations was the threat to missiles 
illuminated by electromagnetic fields. Low power 
(microwave) coupling measurements are conducted in order 
to determine the transfer functions of specific test points. The 
measurement of the charge and current densities indicates 
the field distribution on the test object and the main structure 
resonances (fuselage, wing, fin). These fields penetrate 
through apertures into the interior of the hull causing inter- 
ference fields, which either directly influence the electronic 
components or induce disturbing currents on the cabling. This 
second effect can also impair or destroy connected devices. 
The cable resonances help to find out the coupling paths. 

In this paper we show measurement results of three missiles 
in the frequency range between 10 ... 8000 MHz. The outer 
dimensions of the test objects are in the order of 100 cm, so 
we restricted the surface field measurements to frequencies 
up to 2500 MHz, with a resolution of 2.5 MHz. Because of 
the small apertures in the hull and the short cable lengths 
between the different components we had to extend the 
frequency range up to 8 GHz for the fields within the missile 
and the currents on the cables. Up to 4 GHz we select a reso- 
lution of 5 MHz, in the range between 4 and 8 GHz the reso- 
lution was 10 MHz. 

The quantities measured and shown in this paper are fre- 
quency dependent transfer functions. Due to the above men- 
tioned definition the relationship in case of the magnetic sur- 
face field H, is THs[AIV] = HJE,, and in case of the electric 
field E, this leads to TEs[] = EJE,, which is dimensionless. In 
case of wire current I the relationship is I[A/(V/m)] = IIE,. 

Although the network analyzers always record magnitudes 
and phases we will show in this report only the magnitudes of 
the tsansfer functions because of better clarity. Differentiating 
sensors (B-dot, D-dot) are not very sensitive at low frequen- 
cies, so at weak coupling the transfer functions show at the 
beginning (mostly below 100 MHz) distinct behaviour. 

As the different test objects were available to us only for 
limited time, we could not perform all the measurements we 
are interested in, but had to concentrate us to fundamental 
investigations. 

4.2 Orientation to the External Field 
During its flight the missile can be in every orientation to an 
external electromagnetic field. So we illuminated the test 
objects successively with plane waves of three different 

polarisations. For this reason the DUT was, depending on its 
weight, either suspended with nylon threads or positioned on 
a Styrofoam stand in the TEM wave guide in three orthogonal 
directions with respect to the incident field. Fig.4.l shows as 
an example the missile P A S  in the rear part of the simulator 
in the positions P, S, and T: 

- P: E-field parallel to fuselage 
- S: E- and H-field perpendicular to the fuselage 
- T: E-field perpendicular and H-field parallel to fuselage. 

In orientation P fuselage resonances will be excited, whereas 
in S and T the resonances of the wings and fins dominate. 

Fig.4.1: Test object in three orthogonal directions (P, 
S, 1) in the rear part of the TEM simulator 

4.3 Possible Coupling Paths 
Remote controlled projectiles need antennas (e.g. radar 
seeker) or optical receivers (e.g. optical seek head). Via these 
radomes and windows electromagnetic fields can couple into 
the interior. In addition the guidance principles necessitates 
further apertures, such as deep slots for wings, which often 
penetrate the whole fuselage. In Fig.4.2 typical openings are 
depicted. These axial and circumferential slots can be excited 
by surface currents and act as sources for interfering fields. 

Fig.4.2: Possible apertures in the hull of a missile 

The wings and fins act as antennas and can also cause 
disturbing fields within the system. An example is shown in 
Fig.4.3. The two or four fins are attached to the drive shafts 
of the motors, which are located inside the missile close to- 
gether with the cabling and electronic components. In the fig- 
ure the electric field is orientated parallel to the fin (worst 



case, in our notation S or T), so maximum excitation of the 
rudder takes place. The current, flowing along the shaft and 
the drive unit to the structure cause magnetic fields which 
interfere with the nearby wires and electronic devices. 

h u l l  surface 

cabling 

Fig.4.3: Typical coupling path 'fin-cabling-inner structure' 

4.4 Test Objects 
This paper presents our investigations on three missiles with 
different guidance systems developed by the Diehl company: 
- Bussard is a terminally guided mortar shell with semi- 

active seeker (measured in winter 1992193) 
- IPAS is a terminally guided sub ammunition for a 
dispenser weapon; it will be taken by an aircraft in the 
vicinity of the target area (measured in April 1993) 

- EAP is a terminally guided missile shot off from a 
howitzer. Its guidance system is based on a mm-wave 
seeker head (measured in autumn 1993). 

Besides the Bussard all the test objects were in working 
order. 

For the measurements the missiles were not equipped with 
pyrotechnic elements (squibs) and the warhead. These parts 
have been replaced by reproductions and connected to the 
cabling. Signal lines to these substituted components were 
terminated with their real impedances, power lines with the 
corresponding loads. All our experiments were carried out 
without power supply (inactive condition). 

To measure surface fields or cable currents we need sensors 
to be mounted on selected locations on the outer structure or 
within the airframe. If we were not allowed to damage the 
surface for this purpose, we had to make reproductions of 
particular parts of the structure. The determination of fields 
or cable currents within the structure often was practicable 
only by removing of some system components. 

5. COUPLING MEASUREMENTS ON BUSSARD 

5.1 Description 
In Fig.5.1 the outline and dimensions of the Bussard are 
depicted. Behind the window made out of acrylic glass is the 
semi-active laser seeker. In the rear part of the nose and in 
the central structure the signal and control electronics, ther- 
mal batteries and acceleration pick ups are situated. Between 
the central structure and the warhead there are four wings, 
which are folded down during transport and storage. These 
folding wings require slots penetrating the whole airframe, so 
that the central structure is divided into four chambers. These 
cells are filled with electronics, batteries, cabling etc. 

folding folding 
fins 

U 
Fig.5.1: Outline and dimensions of the Bussard 

The overall dimension are about 107 cm with a diameter of 
12 cm (central structure), the weight is nearly 17 kg. Our test 
object was a not operational demonstration model. Important 
circuit boards and parts of the cable network were missing. 

5.2 Surface Field Measurements 

5.2.1 Location of measuring points 
If it was not allowed to drill the structure for fixing the sen- 
sors and it was not possible in lack of time to reproduce all 
interesting parts, the selection of the measuring points was 
restricted. Fig.5.2.1 shows the eight chosen locations at the 
surface of the Bussard. Three of them are on one of the wings 
(MI,  M2, M3). M4 and M5 are located near the center and the 
front part, respectively. On the fin there are two measuring 
points (M6, M7). M8 is situated at the rear of the test object. 

Fig.5.2.1: Location of the eight rneasuringpoints at the 
surface of the Bussard (M10, M I  1 and M I 2  are in the 
interior) 

The current densities were measured in axial direction (along 
the axis of the test object) as well as in the direction perpen- 
dicular to this axis, i.e. parallel to the wings and fins. In this 
paper this direction is called tangential. As sensors for the 
surface charge and current densities we use small conical 
monopoles and shielded half loops. The electric field is 
measured on MI, M5, M7 and M8 (end parts of the struc- 
ture), whereas the magnetic field is examined on nearly all 
points (besides MI, M7). 

5.2.2 Surface fields in position P, T and S 
In position P the wave hits the side of the test object and the 
E-field is parallel to the fuselage (see Fig.4.1). Due to this 
orientation it can be expected that the dominant surface cur- 
rents are in axial direction. The transfer function in Fig.S.2.2 



shows this component near the center, the peak amplitude is 
41 [mA/V]. The tangential current is not depicted, because 
the amplitudes are very low and reach only 5 [mA/Vl. 
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Fig.5.2.2: Surface current density H,/Ee (axial compo- 
nent) near the center (M4) in position P 

The further measurements show, that nearly at all points this 
characteristic frequency at 125 MHz can be detected, even at 
the basis of the wing and the fin, so it can be called as fuse- 
lage resonance. 

The electric fields on the hull of the test object have similar 
shapes with the same resonance frequency, the maximum of 
25 [ ] is attained at the rear. 

In position T the plane wave is again impinging on the side of 
the Bussard, but now the electric field is perpendicular to the 
fuselage and therefore parallel to two of the wings and the 
fins. In this orientation the resonances of the tail units should 
be excited and the tangential surface currents dominant. 

That can be validated with the transfer function in Fig.5.2.3 
showing the tangential current on the basis of the wing (M3). 
The resonance at 242.5 MHz also appears at the electric field 
on the top of the wing, so this frequency can be called as 
wing resonance. At M3 the surface current reaches its maxi- 
mum at 47 [mA/V], whereas the highest electric field 
strength of 12 [ ] is found on the top of the wing. On the short 
fin no definite resonances are visible, neither at the magnetic 
nor at the electric field. There are some higher amplitudes 
between 500 ... 1000 MHz, which may be influenced by the 
fin dimensions. 
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Fig.5.2.3: Surface current density H,/Ee at the basis of 
the wing (M3) in position T 

By rotating the test object in its horizontal position at 90' 
orientation S is reached, where the plane wave hits the nose 
and where also the magnetic field is perpendicular to the 
fuselage. In this position surface fields similar to those of the 
T orientation are induced, although the field strengths are 
somewhat lower. 

The results of all these surface field measurements indicate, 
that in position P on nearly all examined measuring points the 
fuselage resonance at about 125 MHz is detectable. Further 
resonances didn't occur, in contrast to the S and T orientation, 
where apart from the wing and fin resonances a lot of further 
peak values is observed. The wing resonance was determined 
to 242.5 MHz, whereas no definitive fin resonance could be 
excited. The field strengths induced in position P generally 
are lower than those in the other two positions. 

5.3 Interior Field Measurements 

5.3.1 Location of measuring points 
An advantage of the not fully equipped test object was that, 
on certain places within the hull, there was enough space to 
mount field sensors. Because of the special design character- 
istics of the Bussard hull two main coupling paths arise. 
External fields can penetrate into the interior through the 
glass window in the seeker head as well as through the deep 
slots in the central structure. 

To measure these fields, one of the measuring points (M12, 
see Fig.5.2.1) was fixed 9 cm behind the window opening 
(diameter 7 cm) on a partition wall. For this reason the repro- 
duction of the seeker system was removed. 

Two further measuring points are in one of the four double 
chambers (each chamber: 1=109mm, r=52mm) in the central 
structure, normally filled with electronics and cabling. The 
perspective drawing in Fig.5.3.1 shows such a chamber which 
is divided by a partition with two apertures at the upper ends. 
In the rear chamber there is a big wall opening provided for 
the spring mechanism for deploying the wing. Obviously an 
external field can couple easily through the wing slots (width 
8mm) and the spring openings into the rear chamber (MIO) 
and through the small apertures in the partition into the front 
chamber, where MI1 is situated. 

Fig.5.3.1: Perspective drawing of an empty chamber 

Fig.5.3.2 shows schematically the examined field compo- 
nents in the chamber. With a free field sensor the indicated 
components H, and H, of the magnetic field in the room 
center are measured, whereas with a monopole electric sur- 
face fields on the cover of the chamber are determined. For 
the meaurements all parts were moved out. 



Fig.5.3.2: Schematic arrangement of the H- and E-field 
sensors in the chamber 

5.3.2 Fields behind the window 
If the electric field vector is oriented parallel to the fuselage 
(P) maximum fields will be excited on the ends of the hull. 
The field on the nose penetrates through the glass window 
and causes at the wall (M12) maximum magnetic field 
strengths of 7 [mA/V]. In orientation S the wave impinges 
directly upon the window. In this case the highest amplitudes 
(16 [mA/V]) could be measured. The transfer function in 
Fig.5.3.3 shows significant resonances only at 4890, 6020 
and 7200 MHz. In position T the wave hits the missile on the 
side, so the induced field is only 3 [mA/V]. In the general 
shape all curves resemble each other and have no remarkable 
amplitudes below 2 GHz. 

The highest electric fields (9 [ I) on M12 are created in posi- 
tion P. Due to Fig.5.3.4 below the main resonance at 2600 
MHz no field coupling occurs. The field strengths in the other 
two orientations again have similar shape but considerable 
lower amplitudes (about factor of 6). 

0 1 2 3 4 5 6 7 8  

frequency (GHz) 

Fig.5.3.3: Magnetic surface field Hs/Ee behind the 
window in position S (Ml2) 
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Fig.5.3.4: Electric surface field E,/E, behind the 
window in position P (M12) 

5.3.3 Fields within the chamber 
At first the tangential components H ,  of the magnetic field 
are considered. In the two positions S and T the external 
electric field is oriented parallel to two opposite wings, so 
that on the surface a high current is flowing perpendicular to 
the wing slots exciting high disturbing fields in the slots. 
Fig.5.3.5 shows that in T position in the middle of the rear 
chamber (M10) magnetic fields in the order of 12 [mA/V] are 
created with the dominant resonance at 4100 MHz. Only a 
fraction of the field couples into the front chamber (MI 1). 
Fig.5.3.6 indicates that only 20 % of the field penetrates into 
the 'shielded' chamber. 
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Fig.5.3.5: Magnetic field H,/E, in the middle of the 
rearchamber (M10) in position T 
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Fig.5.3.6: Magnetic field HJE, behind the partition in 
the middle of the frontchamber (MI 1) in position T 

By comparing the two curves it can be seen, that the fre- 
quencies below 4 GHz cannot penetrate the small apertures in 
the partition. These slots act like a filter, so only certain sharp 
resonances are allowed to pass. 

The internal fields in position S are smaller and attain only 50 
% of those in T. In P, where the external surface current 
flows parallel to the long slots, inner field strengths of only 3 
[mA/Vj are created. These main resonances are similar in all 
three field orientations. It is noticeable, that in contrast to the 
rear chamber in the front chamber the induced fields are rela- 
tively independent from the orientation of the external fields. 

For the axial magnetic field components similar effects are 
observed although partly at other frequencies. 



The electric field in the double chamber was measured on the 
inner surface of the cover. Into the rear chamber (M10) in all 
three field orientations fields are produced which resemble 
each other in shape. The maximum values reach 0.6 [ ] in P 
and S, whereas in position T the resonances are much higher 
(factor of 3.5). In the chamber behind the partition (M11) 
only one sharp resonance at 3350 MHz can be stimulated. 

5.4 Current Measurements on Cables 

5.4.1 Selected cables 
Finally we examined the field induced currents on selected 
cables in the Bussard. Because in our test object important 
components and parts of the cabling were removed by Diehl, 
we had to chose some relevant lines with the help of the 
block diagram. The search criterions were cable length and 
function of the connected components. 

We selected four cables of different length and lay them, 
beginning in the seeker head, in the missile. Fig.5.4.1 shows 
schematically the routes of the wires. All cables are running 
through one of the chambers in the central structure parallel 
to the existing cable bundles and are terminated at each end 
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Fig.5.4.1: Route of the four selected lines L I ,  L2, L3 
and L4 in the test object 

Line LI (30 cm) and L2 (80 cm) run on two typical ways into 
the chamber and end at measuring point MI1  on the cover. 
L3 (65 cm) and L4 (95 cm) are going to the warhead and the 
steering system, respectively. These cables reproduce signal 
and power lines which connect different components in the 
missile. 

At the current measurements we use two different line termi- 
nations. The 50 !2 resistor is intended to represent the high 
in-/output impedance of a connected (electronic) component, 
whereas the short circuit is a reproduction of a low imped- 
ance device. Fig.5.4.2 depicts the four typical configurations 
we have measured. We examined both the short circuit cur- 
rent I ,  and the current 150 through a 50 load. The other 
ends of the lines are always terminated by a 50 resistor. 

In the nose the cables end either in front of the partition wall 
(M12) or behind it (M14). In the first case the left ends of the 
lines are illuminated by the interior field coupled through the 
window, in the second case they cannot be affected by a dis- 
turbing field at its left. In the following only a small fraction 
of the extensive measurements we have carried out are pre- 
sented and summarized. 
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Fig.5.4.2: Typical current measurements on the Sines 
with different terminations 

5.4.2 Induced cable currents 
In position P the main resonances of the short circuit currents 
I ,  at the left ends (M12) reach amplitudes between 400 ... 470 
[pA/(V/m)]. As an example Fig.5.4.3 shows line L4. On the 
other wires similar currents are induced and it could not be 
observed a dependence on length because the wire ends in the 
nose act as antennas reproducing basically the penetrating 
fields. The high currents, however, are not transferred to the 
right sides in MI1  and M13. There they differ in the reso- 
nance frequencies as well as in the amplitudes. For example 
the current lo on LI reaches at M I  1 a maximum value of only 
57 [p4/(V/m)]. The lowest currents are induced on the right 
end of L4, see Fig.5.4.4. 
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Fig.5.4.3: Short circuit current Io/E, on the leftside 
(M12) of line L4 in position P 
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Fig.5.4.4: Short circuit current Io/E, on the right side 
(M13) of line L4 in position P 



To exclude the antenna effect of the left ends the wires are 
terminated on the back of the partition (M14), so no field 
coupling can occur. The currents measured now are at a fac- 
tor of 20 lower than in front of the wall. It could also be 
shown that on the right end of line LA similar currents are 
flowing not depend on whether the left side is illuminated or 
not. The measured currents 150 through the 50 SZ resistor 
show similar behaviour. 

In orientation S the short circuit currents lo again reach peak 
amplitudes of about 400 [pA/(V/m)], the number of reso- 
nances is higher on all examined wires, however. In position 
T lower fields are coupled into the nose, so at the left ends of 
the wires currents of only 120 [pAJ(V/m)] are induced. 

5.4.3 Distribution of the resonances 
The main objective of the cable measurements was to identify 
typical resonances which may cause malfunctions in the mis- 
sile. These frequencies serve as a basis for the test plan for 
the susceptibility measurements on an active missile. There- 
fore at the end of our cable measurements the results had to 
be summarized. For this reason all resonances induced on the 
four wires are considered, independent of the orientations to 
the external field (P, S, T), the terminations (I,, I,,) and the 
places of the measuring points (MI 1 ... M14). 

It turned out that innumerable resonances were excited. In 
addition most of the peaks occur frequently. To get a better 
overview of the correlation between the cable resonances and 
the outer and inner structure resonances of the Bussard, we 
will show both the amplitude distribution and the frequency 
probability of the resonances. 

For clarity the amplitude spectrum in Fig.5.4.5 only shows 
peak values greater than 25 [pA/(V/m)]. In the frequency 
range below 1 GHz only small resonances of about 12 [ p  
A/(V/m)] are observed with the exception of peaks around 
600 MHz which have values up to 50 [pA/(V/m)]. Between 1 
... 2 GHz maxima up to 100 [pA/(V/m)] are excited. Above 2 
GHz the amplitudes are increasing steeply. 
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Fig.5.4.5: Amplitude spectrum of the summarized 
resonances on the four lines in the Bussard (only peaks 
> 25 [pA/(VJm)l) 

The frequency probability in Fig.5.4.6 shows those peaks 
occurring more than five times. It is obvious that the small 
resonances around 600 MHz must be considered because of 
their frequent appearance. 
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Fig.5.4.6: Frequency probability of the summarized 
resonances on the four lines in the Bussard (only for 
peaks occuring more than five times) 

It was also examined if the coupled field resonances in the 
nose and the chambers also appear on the lines. As a result 
for the rear chamber it turned out, that mainly the room reso- 
nances at 600, 1250, 3000, 4100, 7000 and 7180 MHz are 
repeatedly excited on the wires. For the front chamber this 
was the case for 3300, 5400, 6100 and 7000 MHz, for the 
nose the resonances agreed often at 2600, 4900, 7000 and 
7400 MHz. 

A correlation between wire and structure resonances could 
not be observed, neither for the fuselage nor for the wings 
and fins. That means that the rudders of the Bussard are not 
responsible for the wire currents, but that the fundamental 
coupling path leads through the window and the wing slots. 

6. COUPLING MEASUREMENTS ON IPAS 

6.1 Description 
Fig.6.1 shows the outline and dimensions of the IPAS. The 
test object was an operating model but not fitted with the 
mmW-seeker. The unit in the middle of the fuselage called 
opto-coupler is used only during the susceptibility tests at the 
WTD 81. This component transmits via glass fibres signals 
from the SPU, IMU and the steering system to the measuring 
equipment. The unit in the rear is for filtering the external 
power lines during the susceptibility tests. 
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Fig.6.1: Outline and dimensions of the /PAS 

At our examinations the test object was not powered. The 
missile has four fixed wings and four moveable fins. On the 
surface there are four slots at the rear for the fins and one 
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opening near the center. This slot serves as cooling fin for the ments show that the wing resonance appears at 207 MHz 
SPU and is covered by a metal mesh. Because of the short (Fig.6.2.2), whereas it could not be determined a single fin 
measuring time of only three weeks we could measure the resonance. There is a lot of peaks between 400 ... 900 MHz 
surface fields only in two positions (P, S) and the interior and around 1700 MHz which may be assigned to the fin. 
fields not at all. For the same reason the current measure- 
ments could only be carried out between 10 ... 2500 MHz. 6.3 Current Measurements 

6.2. Surface Field Measurements 6.3.1 Selected cables 
The different components within the IPAS are connected to- 

6.2.1 Location of measuring points gether via cable bundles. The inner construction is very com- 
As at the Bussard we were not allowed to drill the structure pact and normally there is no room to fix sensors for current 
for fixing the sensors. So the selection of the measuring measurements. In two components, however, built in for test 
points was limited to the nine places shown in Fig.6.2.1. Five purposes by Diehl and serving as connection to the outside 
of them (MI, M2, M3, M5, M6) are on the hull, MI0 and world, there is enough space available. 
MI1  on one of the wings and MI2  and MI3  on one of the 
fins. The current densities were again measured both in axial The first unit named opto-coupler (see Fig.6.1) is connected 
and 'tangential' direction (see Bussard, Fig.5.2.1). via five cable bundles of different length to meaningful com- 

ponents (e.g. M U ,  SPU) within the missile. At our measure- 
ments the box was empty besides the connector strip, so we 
were able to determine the cable currents terminated at the 
socket. Fig 6.3.1 shows schematically the cables to the unit 
with their impedances. At the end of the low-impedance lines 
we determined the short circuit current I. and at the end of 
the high-impedance lines the current 150 at a 50 R resistor. 
For the I. measurements we selected three cables (L3, L12, 
L20) and for the IS0 measurements four cables (L7, L10, L16, 
L17). The numbering relates to the pin numbers. 

. .  . . .  . 
1 1  . .  I . . I I  . .  I  , 
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Fig.6.2.1: Location of the nine measuring points on the 
surface of the IPAS 
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Fig.6.3.1: Cables to the opto-coupler module (selected 
lines bold) B 

$ 15 At the susceptibility tests in Greding (WTD 81) the filter 
m - module in the rear of the P A S  is connected to the power 
2 l o  supply (Fig.6.3.2). For our purposes we removed the filters 

behind the connector strip and measured the short circuit cur- 
rent I. on three selected lines (Lb, Ln, Lv). 

SPA Stecker 2f p o l .  

! ! ! ! !  
0.0 0.5 1.0 1.5 2.0 2.5 ! ! ! ! !  

frequency (GHz) 

Fig.6.2.2: Surface current density H,/E, (tangential ! I !  
component) on the base of the wing (M10) in position S ! ! ! EALE=~=.-* ~ne.artr-.-, 

. K ,  
SPE PTAY-ECLP-.-, m- o 

In position S the plane wave is impinging on the nose and i r.-.=?&?-F!? 6ND EMS -.-, 
I I r'-' 

both the E- and H-field are perpendicular to the body. In i i i 
addition the E-field is parallel to two of the rudders and i i i 

i i i therefore is able to excite their resonances. The tangential EMS 
current density measurements were done at M3 and M10, 
whereas charge densities were determined on the top of the Fig.6.3.2: Cables to the filter module (selected lines 

wing (M11) and the fin (M13). The results of these measure- bold) 

~- --- 



6.3.2 Induced cable currents at the opto-coupler 
The short circuit current I. at the end of line L3 was exam- 
ined in all three IPAS positions P, S and T. It turned out, that 
in position T (E-field parallel to the rudders) the highest cur- 
rents with maximum amplitudes of 19 [pA/(V/m)] have been 
induced (Fig.6.3.3). In this orientation also in other examined 
missiles the highest currents had been measured. 

frequency (GHz) 

Fig.6.3.3: Short circuit current I,/E, at the end of line 
L3 in position T 

Besides corresponding resonances around 200 MHz on all of 
the three tested cables further peaks at different frequencies 
are excited. No relation between resonance frequencies and 
cable length could be observed, because the various lines are 
not terminated at a single point but are branched repeatedly. 

The same remarks are valid analogously for the currents IS0. 
Nevertheless the two lines L16 and L17 have the same length 
and are situated in the same bundle partly different reso- 
nances are measured at their ends. The reasons may be the 
variable locations within the bundle with respect to the dis- 
turbing field and different terminations. 

The highest currents are induced on line L7 (35[pA/(V/m)]). 
It is remarkable that at these measurements in the center of 
the airframe most of the resonances are excited below 1 GHz 
and only few appear at higher frequencies. Above 1.5 GHz 
only isolated resonances can be observed. 

6.3.3 Induced cable currents at the filter module 
In the rear part of the IPAS external fields are able to pene- 
trate through the four openings for the fin shafts. In addition 
currents can flow via the shafts to the inner structure causing 
disturbing fields (see Fig.4.3). Therefore in this region high 
current amplitudes can be expected. 

This prediction is confirmed by the short circuit currents on 
the three examined lines. For example on line Lb the maxi- 
mum reaches 61 [pA/(V/m)]. Again the highest peaks are 
around 200 MHz and maximum currents are induced in posi- 
tion T. In contrast to the results in the center of the IPAS in 
the rear part a lot of resonances is excited above 1 GHz. 

6.3.4 Distribution of resonances 
If we had to establish a test plan for the susceptibility meas- 
urements, we summarized the results of the cable measure- 
ments to get an overview over the typical resonances. Again 
all resonances induced on the cables are considered, inde- 

pendent of the orientations to the external fields, the termina- 
tions and the place of the connector strip (center, rear). 

The amplitude spectrum for the IPAS in the measured fre- 
quency range between 10 ... 2500 MHz is shown in Fig.6.3.4. 
All frequencies greater than 1 [pA/(V/m)] and recognizable 
as resonances are plotted. The spectrum shows big resonances 
around 100 and 200 MHz and between 600 ... 1000 MHz, 
which can be related to the structure resonances. That means 
that the coupling to the interior mainly occurs via the wings 
and the fins. Frequencies above 1 GHz have lower amplitudes 
and appears rarely, as the frequency probability describes. 
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frequency (GHz) 

Fig.6.3.4: Amplitude spectrum of the summarized 
resonances on the examined ten lines in the /PAS 

This behaviour of the IPAS is quite different to the Bussard. 
Fig.6.3.5 is an extract of Fig.5.4.5. I t  shows the amplitude 
spectrum of the Bussard only between 10 ... 2500 MHz with 
all measured resonances greater than 6 [pA/(V/m)]. Here the 
main resonances begin at approximately 1 GHz and rise in 
amplitude with increasing frequency. Furthermore in the 
selected frequency range the maximum peaks are at least at a 
factor of 5 higher than those of the IPAS. Whereas on the 
cables of the Bussard resonances are excited up to 8 GHz, the 
induced currents in the P A S  are getting lower by increasing 
frequency. 

BUSRESGESMW 
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Fig.6.3.5: Amplitude spectrum of the summarized 
resonances on four typical lines in the Bussard 

From these results we can conclude that at the various test 
objects different coupling paths exist causing characteristic 
resonances on the lines. Therefore it is necessary to examine 
further missiles. 



7. COUPLING MEASUREMENTS ON EAP 

7.1 Description 
In Fig.7.I the outline and dimensions of the EAP are de- 
picted. The test object was an operating model but like the 
IPAS not fitted with the seeker. The projectile is made of 
steel with a high degree of hardness and weighs nearly 45 kg. 
The overall length is about 90 cm with a diameter of 15.4 cm. 

I 
The missile has four moveable fins and only two wings. 

I These parts are folded down during transport and storage in 
I slots penetrating the whole airframe. The two slots for the 

wings and two of the fins have the dimensions of 382x15 
mm, the two slots for the other fins are smaller (229x10 mm). 

I W 

Fig.7.1: Outline and dimensions of the EAP with 
measuring points and openings 

In the front section instead of the seeker a time generator is 
situated. In the middle section of the missile the signal and 
control electronics, voltage control and different pick ups are 
located, whereas the rear section is equipped with the elec- 
tromechanical control system and thermal batteries. The last 
two sections are linked together by connectors. The meas- 
urements on the EAP were carried out a few months ago and 
in lack of time are still not fully evaluated. 

7.2 Surface Fields 
The measuring points of the surface fields are also shown in 
Fig.7.1. Current densities were determined on the fuselage 
(M2, M3) and on the base of one of the wings (M4) and fins 
(M7), both in axial and 'tangential' direction (see Bussard, 
Fig.5.2.1). The charge densities were examined on the ends of 
the structure (MI, M5, M6). 

I In position P the E-field is parallel to the body so we get the 
fuelage resonances. On the EAP the peaks appear at 130 
MHz,  both in the axial current direction and in the electric 
field on the nose (MI) of the test object. The maximum cur- 
rent density of 26 [mA/Vl arises on M2, the peak electric 
field of 19 [ ] is measured on the nose. 

In position S the E-field is parallel to the two wings and two 
of the fins. The main resonances in tangential current direc- 
tion are excited at 300 MHz on M3 and M4. As this frequency 
also appears at the top of the wing, it could be identified as 
wing resonance. In contrast to the Bussard and the IPAS 
measurements it could be now observed a relatively sharp 
resonance around 450 MHz on the base and the top of thefin. 

The wing and fin resonances in position T differ from those 
in the S position. Now we have measured maxima at 250 
MHz for the wing and around 400 MHz for the fin. Such a 
change in frequency was observed neither at the Bussard nor 
at the IPAS. This different behaviour may be explained with 
the missing of two wings. 

In each of the three orientations the highest current densities 
are at 26 [mA/V]. In S and T the electric surface fields are 
lower than in position P and reach their peaks at the wing tip 
at only 10 [ 1. 

7.3 Interior Field Measurements 

7.3.1 Location of measuring points 
The EAP has four slots of different length penetrating the 
whole airframe, similar to the Bussard. Through the holes and 
slots (Fig.7.1) the cabling, electronics and system com- 
ponents can be seen, so we had to determine the fields within 
the EAP coupled through the various apertures. 

As indicated already in Fig.7.1 we have measured interior 
fields in three different locations (M12, M13, M14). Fig.7.3.1 
shows schematically the place of the E-field sensor (M12) 
near the electronics. Measuring point MI3  is in the center of 
a chamber filled with electronic devices and cabling. 
Fig.7.3.2 shows the location of the free field sensor. The 
penetrating H-field is measured in axial (Ha) and tangential 
(H,) direction. Also seen are the possible coupling paths 
through the slots. Further magnetic fields are determined 
within one of the shafts (Hr) and in the crossing of these 
shafts (Ha), as indicated in Fig.7.3.3. 

Fig.7.3.1: E-field measurement on M I 2  near electronic 
devices 

cabling H, H, relectronic devices 

Fig.7.3.2: H-field measurement in the center of a 
chamber (M13) 



+z 
Fig.7.3.3: H-field measurements within a shaft and in 
the intersection (M14) 

7.3.2 Summary of the results 
We have done a lot of interior field measurements. The main 
results can be summarized as follows: 
- M12: The small hole in the case (Fig.7.1) has no influence 

on the electric fields near the electronic circuits. The peak 
values of the E-field of about 0.45 [ ] are generated in 
positions P and S at 340 MHz. In T the main resonance at 
525 MHz has an amplitude of 0.86 [ 1. 

- M13: The peak magnetic fields in the chamber are in 
position T (1.5-2.2[mA/V]) higher than in P (0.7- 
1.4 [mA/V]) and S (0.7-0.8 [mA/V]). The main resonances 
are observed around 500 and 2800 MHz. 

- M14: In the shaft the peak magnetic fields again reach in T 
(6.4-19.0 [mA/VI) higher values than in P (1.5-2.7 [mA/VI) 
and S (2.0-2.8 [mA/V]). The principal resonances are 
around 600,900 and 3100 MHz. 

All measurements show, that in position T the coupled inte- 
rior fields are generally higher than in P and S. In addition in 
T more resonances at higher frequencies are excited. 

Regarding the correlation between the resonances of the outer 
structure and the innerfields the following can be concluded: 
- In position P (E-field parallel to fuselage) on M I 2  a high 
resonance at 135 MHz is observed, which can be assigned to 
the fuselage resonance. The same is with resonances at 130 
and 150 MHz measured in the shaft (M14). 

- In positions S and T (E-field parallel to wings and fins) in 
the camber (M13) and the shaft high peaks at 245 and 295 
MHz are excited. These frequencies correspond to the wing 
resonances. Definite fin resonances could not be identified. 

7.4 Current Measurements 
As already mentioned the EAP measurements are not com- 
pletely analyzed yet, that is the case especially for the current 
measurements on selected cables. We examined at the ends of 
seven low impedance lines the short circuit currents I. in the 
frequency range between 10 ... 8000 MHz. The wires are 
running from the front to the rear section. So far we have 
summarized some results between 10 ... 2500 MHz. 

First of all Fig 7.4.1 shows the amplitude spectrum of the 
seven lines with peak values greater than 6 [pA/(V/rn)]. As at 
the IPAS resonances corresponding to the structure reso- 
nances (130,250, 300,400,450 MHz) could be observed. But 
additionally a broad frequency band appears around 600, 
1450 and 1950 MHz. The comparison with the amplitude 
spectrum of the IPAS (Fig.6.3.4) and the Bussard (Fig.6.3.5) 
shows, that the peak values nearly reach the current strengths 
of the Bussard. But at the EAP the maxima are in the lower 
frequency range. 
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Fig.7.4.1: Amplitude spectrum of the summarized 
resonances on the examined seven lines in the EAP 

If we compare the frequency probability in Fig.7.4.2 with the 
amplitude spectrum we noticed that a lot of frequencies 
shows unique appearance. Only few resonances are excited 
more than two times. 

0.0 0.5 1 .O 1.5 2.0 2.5 

frequency (GHz) 

Fig.7.4.2: Frequencyprobability of the summarized 
resonances on the examined seven lines in the EAP (for 
peaks occuring more than two times) 
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DISCUSSION 

MALABIAU 

1/ Quel est le coefficient de sklectivitk Q des rksonances observkes ? 

2 /  Quel est le Q le plus klevk qui a kt6 mesurk ? 

3/ Les rksonances observees sont-elles reproductibles en amplitude et avec quelle 

precision ? 

Translation: 

1. What is the coefficient of selectivity Q of the resonances 
observed ? 

2. What was the highest Q measured ? 

3. Are the resonances observed reproducible in amplitU.de and if 
so, with what degree of accuracy ? 

P.A. KOSSEY 

You mentioned that your institute also uses numerical codes to calculate or predict the 

coupling of EM fields to structures, etc. Have there been any attempts to compare any 

aspects of your experimental results with such theoretical modeling, to help validate 

the models ? 

AUTHOR'S REPLY 

We have calculated the structure resonances ; but we couldn't calculate cable currents 

because of the complexity of the interior (electronics, etc). 

We can calculate currents on a cable in an idealized cylinder. 
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High Power Microwave Hazard 
Facing Smart Ammunitions 

1. Introduction 

The baffle field of the present and even more the one in future will be characterized by the use of weapon systems with a high 
degree of elecbonics, computers and sensors, designed and built to keep not only the man out of the loop!? 
But the higher the technology used for smart weapon systems, the more these systems are endangered by numerous sources of 
hazard. One of those sources is the threat caused by induced or natural electromagnetic fields. These threat factors can be generated 
by natural, civil and military environment. 

Ammunition Endangered through High Power Microwaves, 
Generated bv Natural. Civil and Militarv Environment 

In principle there are two main applications which must be considered in military applications: Firstly, w e m n  svstems, that is, 
high power microwave sources as well as intelligent electromagnetic radiation systems to defeat ammunition on the battle field and 
secondly, the hardening of the own smart ammunition systems and missiles against the interference sources created by the different 
types of electromagnetic fields. The following will discuss the possible electromagnetic coupling effects on smart ammunition and 
missiles and their typical interference caused on the electronics and sensor level. Real time 6-DOF simulations show the flight 
mission which may be compromised depending on the coupled electromagnetic fields. 

The German MOD has established a research programm where smart ammunitions with different seeker systems are investigated 
in respect of the coupling effects on smart ammunition caused by high power microwaves. This programm considers all available 
resources and know how in Germany. The systems are investigated by analytical, numerical and experimental methods with 
passive and activated missiles. 

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)" 
held in Ottawa, Canada 2-5 May 1994. 
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Workshare: HPM-Effects on Smart Ammunition I 1 

2. Smart Ammunition Svstems 

Smart ammunitions typically have a number of electronics, sensors, electromechanics and mechanics on board which are necessary 
for a controlled, autonomous flight for a successfU1 mission. The smart ammunition and missile technology distinguish between 
semi autonomous and autonomous guided ammunition and missiles. The advance in the electronic and sensor technology is mainly 
represented by a change from analog to digital operated systems with a high degree of computerization with processor technology. 
The fiture belongs to the autonomous fire and forget systems where an active or passive seeker system is on board The man 
should be out of the loop in direct combat situations. 
In principle ammunition and missiles can be classified as follows: 

unguided ballistic ammunitionlmissiles 
programmed flight of ammunition/missiles; the data for the nominal flight path are stored in the missile's computer 
semi autonomous guided ammunition/missiles controlled via radio, wire, laser spots (laser designator), laser beams, video 
systems etc., the control and guidance data are transmitted to the missile from the firing station in an interactive manner 
autonomous guided, fire and forget ammunition and missiles with different search and detection sensors (IR, mmW, and the lik 
like) on board; the pow&, miniaturized computers control the target search and target discrimhation algorithms select the 
the target and guide the missile to the target (target track with final homing). 



Tvpical HardwdSensor of Guided Ammunition 

Semi Autonornus Autonomus 

Akt?ame (Wings, Fins and Body) M a m e  (Wings, Fins and Body) 

Control Actuation System/Electronics Control Actuation SystemlElectronics 

Voltage Regulator with Batteries Voltage Regulator with Batteries 

Electrical Networks Electrical Networks 

Receiving Transmitting System for Missile 

Commands andlor Missile Deviation 

Warhead with Safe and Arm Unit Warhead with Safe and Arm Unit 

Gyros and Acceleration Sensors Gyros and Acceleration Sensors 

Signal Processor Unit 

Auto Pilot 

Propellant System Propellant System 

Active or Passive Seeker System (mmW, IR, ...) 



3. Back and Front Door Couplings 

Smart ammunition systems normally do have intended and inadvertent path's of micro wave transmissions. An intended path of 
micro wave transmissions (Front Door) is - for example - the subsystem "mmW seeker section with the antenna system" or the IR- 
seeker. 
Nearly all smart ammunitions need wings for the aerodynamic lift and for stabilization. Furthermore control fms are necessary to 
guide and maneuver the system with the goal to hit the searched and tracked target. Barrel or tube launched systems require folded 
wings and fm which are deployed after launch. This means that the body has to be designed with a number of slots. For 
initialization of the missiles before launch, umbilicals are necessary. All these described system-specific designs are called "Back 
Door" coupling possibilities. 

/ Front 
Back and I wings 

I 

Coupling rn 
Umbilicals 

These systemspecific extremities, slots, umbilicals, antennas and wirings but also the body of the missile itself must be considered 
as antennas which respond to the electrical field. 
The wing and fin slots respond best to the magnetic field component, whereas the wings and fins respond best to the electrical field 
component. The coupled electromagnetic field, or the current induced by the electromagnetic field, is lead to the inside of the 
ammunition over the fins, wings and slots affecting electronical components depending on the ffequency, field strength, 
polarization, modulation ffequency and modulation degree of the propagated electromagnetic field. 
The critical resonances due to the outer dimensions of the ammunition can be estimated in advance. It must be distinguished 
between 

outer body resonances due to 
- missile length (;V2-antmna) 
- missile circumference (I-antenna) 

resonance possibilities due to 
- slots in the structure of the missile 
- wings and fins of the missile 

The slots can be considered as (U2)-antennas where the electromagnetic field can cause resonance in the missile. The best 
coupling effect can be achieved when the H-field is oriented in parallel to the slots. The control f m  also act as antennas. The best 
coupling effect can be achieved when the E-field is oriented in parallel to the fins. This is also true of the wings. The control fins 
normally extend into the inside of the missile, where the fin control actuators with the control electronics are located. In this case 
the fin length must be considered as (W4>antennas. The surface current induced on the fins is transmitted via the fm root to the 
inside of the ammunition and acts there as a secondary radiation source on the wiring and electronics. The same effect occurs when 
the wings have a connection inside the missile body. This is normally the case when folded wings are used. 
Another possible design version has the wings mounted directly on the surface of the missile structure. Now the length of the wings 
or fins must be considered as (AD-antennas). The coupled surface current on the wings is now passed on to the missile's body. 



4. The Guidance and Control Svstem of Smart Ammunitions 

The missile guidance and control components are tasked with guiding the missile after s t abh t i on  to a target area and acquiring a 
target with subsequent final homing. The guidanceand control loop of smart ammunition is designed with different layers of 
control loops which have different tasks. These control loops are more or less sensitive to electromagnetic radiation interference 
and can lead to the loss of the target. 
The complex guidance and control system of smart ammunition shows hierachical structure and exists of a number of cascaded 
control loops, the most interesting one being the guidance loop, the control loop and the track loop. 

[structure of a Complex Guidance and Control System I 
S W E R  

SPE: Slgnal Processor 
Unit 

CAS: Control Actuation 
System 

IMU: lnertlal 
Measurement Unit 

Overall Guidance and Control Schematic 1 
Alp: Autopilot 
DIA: Dlgital to 

Analogue Converter 
AID: Analogue !o 

Digital Converter 



Control Loop 

The control loop is tasked with ensuring PAS roll control in the three axes (roll, yaw and pitch). 

This includes: 

Stabilizing the roll movement (attenuation) 

Achieve and maintain an inertially predetermined flight attitude (attitude hold) 

Controlled angle of incidence of ammunition for ensuring the required accelerations 

The computation of the actual flight attitude deviations from desired values is effected by means of the signals supplied by the 
IMU. The discrepancies as determined will be translated into appropriate actuation signals dlc, d2c, d3c, d4c by the control 
algorithms and transmitted to the control actuator system. 

Since perturbations of both the IMU signals and the actuator system would be passed into the control loop directly, they present a 
potential hazard to the control loop function. 

Guidance Loop 

The guidance loop is superposed to the control loop described earlier. It is responsible for the PAS Center of Gravity movement 
(trajectory). 
For orientation during the navigation phase the guidance loop makes use of the position and velocity data computed by the strap 
down algorithms out of the IMU signals. Deviations from the desired trajectory are eliminated by the guidance regulator due to 
appropriate acceleration commands to the control loop. Any interference on the level of the inertial sensor system will produce 
navigation errors which, depending on nature and value of those factors, may cause the ammunition to miss the target area (mission 
failure). 

After target acquisition the guidance signals will be computed based on the target miss distance data ey and ez as measured by the 
seeker (deviations from the aimpoint in the seeker field of vision). In order to minimize the miss distance values also in the case of 
rapidly moving targets the proportional navigation is used as a guidance method. The line of sight rate data needed for this 
guidance law (change P A S  to target line of sight) are estimated by means of a special algorithm (LOS algorithm). 
In addition to the measured target miss distance values oG and wG of the seeker frame system the IPAS roll data pm qm rm are 
processed. Accordingly, any interference of the IMU signals would cause an error in the estimation of the line of sight rate and, 
hence, improper operation of the guidance loop. 

Tracking Loop 

During the end game, a constant line of sight is required between the seeker and the target. Therefore, seeker frame system-to- 
target tracking is required. Since the position of the aimpoint in the seeker field of vision, which is only +I- 1.5 degrees (linear 
range) is determined by both the target movement and the PAS in-flight movement, the tracking algorithm must use the roll rate 
measured via the IMU. 
The processing of roll rate measurement data subject to interference will, however, cause malfunctions to the seeker tracking 
process which may, in the worst case, result in target loss and, hence, IPAS end game failure. 

5. Interferences of Investigated Radiated Smart Ammunition with Electromagnetic Fields 

Interference investigations were conducted with the smart prototype ammunition IPAS (Smart Antitank Submunition) 



For the first investigation step the system was operated without the seeker. The front door coupling effect was prevented by using a 
metallic nose instead of the dome. This ensured that only the back door effects due to the fins, finslots, wings and missile structure 
could be investigated. The interferences on the electronics due to electromagnetic field radiation were measured. Real time 6-DOF 
simulations showed performance limitations for the ammunition. 

Methodology for EMI-Tests 
Functional Functional lnvestlgation 
Analysis with Activated Missile 

Wave-Front 
Angle 

Resonance 

next Frequency Range ? 
I Interference %,.......---...-...---.--- 

During the radiation tests the investigated ammunition was activated. All relevant guidance and control signals were transmitted 
via an optocoupler device and recorded. The power supply lines were also decoupled from the missile. No flight abnormal 
additional devices interfered the system during radiation. 
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The experimental radiation investigations with the activated IPAS showed, that this ammunition could be affected by interference 
only via the control fins and the slots in the structure for the control fins. The kind of modulation and the modulation frequency 
played the essential role for the missile electronic's susceptibility to interfere. The fins act like one side short-circuited dipoles. Due 
to the negligible fin slot dimensions nearly the whole system interference was caused through the resonances of the fins. The signal 
interference of the missile show a rather big damping working forwards from the rear (CAS) to the front of the missile. 

Without any modulation of the carrier frequency the electronics of the system could& be interfered at all. The following system 
signals were subject to interference: the fm deflection signals of the control actuation system, the gyro and acceleration signal of 
the IMU (Inertial Measurement Unit) and the digitalized acceleration and gyro signals inside of the Signal Procesor Unit (SPE). 
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First of all the investigation test results measured at the activated ammunition were compared with investigation test results 
measured at the passive ammunition - resonances on wiring and cavity responses at different locations inside the missile - and also 
the theoretical and numerical investigation results. 
The predictions due to the outer dimensions of the ammunition matched the measured interferences on the level of the system 
electronics to a very large extent. But not all predicted and measured resonances at the passive ammunition cause an interference 
with the system electronics. Only system tests with activated electronics can quantifiy the predicted interference potential. 
In the case the radition of the ammunition can cause interferences with system signals the performance limitation of the flight path 
must be evaluated by the system simulation which considers the measured s i d  interference. 

Comparison of different Investigation Aspects 
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6.  Svstem Simulations due to the Interference caused bv high Power Microware 

The system simulation was conducted in different steps. The interference was considered for the most sensitive "Final Homing 
Phase" of the missile's flight path. 

g.J The interference measured at the Control Actuation System (CAS) only. 

The oscillating resonances itself on the servo control loop hardly interferes with the flight path. But these oscillations cause an 
increased current flow in the power amplifiers which are designed to withstand the maximum current flow for only a few seconds. 
Any damage to the power amplifier will immediately interrupt the flight mission. 
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b.J Interference measured at the IMU-signals (body rates and accellerations) only. These signals are the inputs for the guidance 
and control loop. 

Simulation runs with combined interference from CAS and IMU. 

clJ Theoretical interference of the gimbal signal to interfere with the track loop 

The simulation results which considered the interference with the CAS- and IMU-signals showed that the missile's flight path 
hardly could be degraded in performance. The reason for this effect is that the interferences on the signals have an oscillating 
character. Much better effects for system interferences can be reached if the signals show offset shifts. 
A closer look at the internal state variables show that the CAS- and IMU-signal interferences have a strong influence on the track 
loop. The nominal deviation within the sight of view is about a. 15" in comparison to the jammed sight of view which reaches the 
limit of about f 1.2". In case the interference causes a deviation greater than 1.2" the target is lost and the flight mission can not be 
fullfilled. An interference of 3 % on the gimbal signals lead to a loss of the target already. 
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Follow on investigation with an integrated seeker will verfify the influence on the missile's flight path due to the ffont door 
coupling effects. 
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The most sensitive signals in the guidance and control loop of the smart ammunition can be found in the track loop or the 
interference with the gimbal signals which influence the line of sight signal and lead to a loss of the target. 
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ABSTRACT 
This paper concerns the computation and measurement 
of HPM fields inside and outside a structure with 
openings. RCS computations and measurements are 
made for a number of targets. The computations use 
both frequency-domain and time-domain methods, and 
the results are then compared with those measured in an 
anechoic chamber. An attempt is made to correlate 
various quantities such as the RCS, the scattered fields 
inside a structure, and the time-domain scattered far- 
fields. It is shown that some of the scattered far-field 
quantities may be used to identify the target scattering 
centres, the frequencies at which maximum coupling 
occurs, and the cut-off frequencies of a target. 

INTRODUCTION 
Structures such as airplanes, helicopters, and missiles 
represent an important class of targets for HPM coupling 
analysis and measurements, since they have apertures 
and slots through which the HPM fields may enter the 
structure. Scattered fields near such objects (inside and 
outside) are affected by the size and location of the 
openings. Scattered far-fields (e.g. RCS) are also 
affected by the nature of the openings. Thus the 
measurement and calculation of the fields near a target 
and the RCS in the frequency and time domains may 
provide information on the scattering and coupling 
properties of a target. 

Ling, Lee and Chou have used a shooting and bouncing 
ray approach to look at the RCS of open waveguides [l] 
and other complicated objects [2]. Pathak and 
Burkholder [3] have analyzed the electromagnetic 
scattering of open-ended waveguides using a 
combination of asymptotic and modal techniques. These 
approaches are generally valid when the structure 
dimensions are large compared to the wavelegth. 

In this paper, the fields inside a structure and the RCS 
are calculated using a moment method solution of the 
electric field integral equation (EFIE) in the frequency 
domain. The correlation between the internal fields and 

the RCS is studied. Timedomain RCS is then obtained 
by multiplying the frequency-domain RCS with the 
spectrum of an appropriate pulse and taking an inverse 
Fourier transform. This timedomain response reveals 
information on the location of the scattering centres of 
the target. The time-domain response and the 
frequency-domain response are then used to obtain time- 
frequency distributions (TFDs), which in turn reveal new 
information on the target, such as the identification of 
the target cut-off frequencies. 

FREQUENCY-DOMAIN RESPONSE 
Figure 1 shows some of the objects used in the study. 
A plane electromagnetic wave illuminates the structures. 
Reference [4] describes a simple and efficient numerical 
procedure for scattering in frequency domain by 
arbitrarily shaped bodies, using the moment method to 
solve the electric field integral equation (EFIE). The 
object surface is modelled using planar triangular 
patches (for example, Figure 2). Because of the EFIE 
formulation the procedure is applicable to both open and 
closed surfaces. This procedure has been applied to a 
wide variety of electromagnetic interaction problems and 
has yielded excellent agreement between this, other 
numerical methods, and exact analytic formulations. In 
JUNCTION [5], the EFIE approach is extended to 
analyze an arbitrary configuration of conducting wires 
and bodies. The algorithm developed can handle wire- 
to-wire, surface-to-surface, and wire-to-surface junctions. 
Both near-field and far-field quantities such as the RCS 
can be computed. A modified version of JUNCTION is 
used here as the "EFIE method7'. 

Figure 3 shows the computed electric field in and around 
a cylinder with openings for plane wave incidence at 9.0 
GHz. It shows the reflected and the transmitted fields 
along the axis of the cylinder. Figure 4 shows both the 
computed and measured RCS of the cylinder from 2 to 
18 GHz. Figure 5 shows a plot of the peak field 
magnitude inside the cylinder at different frequencies, 
compared with the RCS. It shows a correspondence 
between the peak field magnitude and the RCS: 
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whenever the RCS is high, the field inside the structure 
is low. In simple objects like the one used in this 
example, and for this angle of incidence, this 
correspondence may be explained by using simple laws 
of reflection and transmission of EM waves. The 
correspondence may be used for predicting coupling to 
an object from far field quantities. 

TIMEDOMAIN RESPONSE 
Time-domain behaviour of the fields or the time-domain 
RCS can be obtained by multiplying the frequency- 
domain response with the spectrum of an appropriate 
incident pulse and taking an inverse Fourier transform. 
Figure 6 shows the time-domain impulse response RCS 
for a cylinder open at one end. It shows the location of 
the scattering centres of the target. The first peak 
corresponds to the leading edge (or the open end) of the 
target and the second peak corresponds to the trailing 
edge (or the closed end) of the target. The magnitude of 
the peaks is related to the magnitude of the reflection 
from the leading and the trailing ends. 

TIME-FREQUENCY DISTRIBUTIONS 
The time-domain and the frequency-domain responses 
give important information on the electromagnetic 
scattering properties of a target. Use of time-frequency 
distributions (TFDs) [6] gives further information on a 
target which neither the time- nor the frequency-domain 
response is able to provide alone. TFDs are obtained by 
computing a short-time Fourier transform of the time- 

domain response ~ t )  or the frequency-domain 

response F(Q) as follows: 

where g(t) and G(Q) are the window function 
in time and frequency domain, respectively. 

Figure 7 shows a TFD obtained by computing a short- 
time Fourier transform from the time-domain impulse 
response. Frequency-domain and time-domain responses 
are also shown along the two axes. From the TFD, one 
can easily identify the leading and the trailing edges of 
the structure. In addition one can also identify the cut- 
off frequencies of the cylindrical cavity at 3.5 and 10.2 
GHz. This information is not available from the time- 
or frequency-domain response alone and can be used to 
further characterize a structure using far-field quantities. 

CONCLUSIONS 
In this paper frequency- and time-domain responses of 
a structure have been computed using the moment 
method and inverse Fourier transformation. Both near 
field and far field quantities were computed. In the 
cases considered, there is a correspondence between the 
fields inside a structure and the RCS. Time-domain 
RCS was computed and has been shown to provide 
information on the location of the scattering centres of 
the target. Time-frequency distributions were also 
computed and it has been shown that the TFDs provide 
more information (such as the cut-off frequencies) on a 
target than that provided by the frequency- and the time- 
domain responses alone. Thus study of far field 
quantities (for example, RCS) in the frequency domain, 
in the time domain, and as TFDs can all reveal 
important target information, such as the frequencies at 
which the maximum coupling occurs and the cut-off 
frequencies. 
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Figure 1. Some of the objects used in this study. 

Figure 2. Example of a triangular surface-patch model for EFIE. 

Figure 3. Total electric field along an axis of a cylinder with openings, for plane wave incidence. 



Figure 4. RCS of the cylinder with a hole and three slots. 
Dashed curve = Measurement. Circles = EF'IE. 
Vertical dashed line = h/5 simulation limit. 

Cylinder 

Figure 5. RCS return versus peak magnitude of the E-field inside the cylinder. 
Dotted curve = RCS return normalized to peak value -1.0. 
Solid curve = Peak magnitude of the total electric field inside 

the cylinder, normalized to maximum value + 1 .O. 
Vertical dashed lines = Minimum RCS return and maximum E-field frequencies. 
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Figure 6. Time-domain RCS (i.e. back-scattered far-field) of a cylinder with one open end. 

Figure 7. TFD of the cylinder with one open end. Frequency domain and time domain responses are shown 
along the vertical and horizontal axis, respectively. The dotted curve represents the window 
function in the time domain. 



DISCUSSION 

P.D. SMITH 

How does noise affect the determination of cutoff frequencies (of the hollow tube or 

box) in the time frequency calculation ? How much noise can be added before these 

disappear ? Does it work for real data as well as numerically calculated data ? 

AUTHOR'S REPLY 

The method works for calculated and measured results. The data for TFD's was 

obtained from measured results. Noise affects (measurement noise) if it can not be 

gated out and is in the same time location as that required for the determination of the 

cut-off frequencies. 

P.D. SMITH 

How well were the aperture slots represented in your calculations ? Where they one 

cell thick ? Does this accurately model true aperture size ? 

AUTHOR'S REPLY 

Along the narrow direction, we use 1 or 2 edges. We use an implementation of END 

where the tangential boundary condition can be applied on each cell and the object can 

be infinitesimally thin. 

U. LAMMERS 

The methodologies you described apply to radar cross-section modeling independent 

of power. Are you investigating phenomena that apply to high microwave power in 

particular, such as non-linear effects of imperfect metallic junctions ? 

AUTHOR'S REPLY 

We have not looked at the non-linear effects of imperfect metallic junctions. Some 

work at the university of Toronto does look at some non-linear effects. 

P. ZWAMBORN 

1/ Is the relation power density inside the cylinder versus R.C.S. perhaps a better way 

to distinguish the relation inside E-field and R.C.S. 

2/ How have you solved the causality problems caused by the windowing process 
before taking the inverse FFT ? 

3/  Can you indicate the resolution in determining the cut-off frequency ? 

AUTHOR'S REPLY 

1/ Thank you for your suggestion. We will also look at the power density VS RCS 

2/ There are a number of techniques for taking IFFT of a band-limited signal. We use 

some of these techniques. 

3/  Resolution depends upon a number of factors including window width, length of 

the structure, noise, type of the window. We are investigating the effect of these 

factors. 
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1. SUMMARY 
This paper presents a method for coupling analysis allo- 
wing to determine the worst case of stress (frequency, po- 
larization and attitude angles) of a target by an electroma- 
gnetic wave. The approach is based on the determination 
of the radiated pattern of the device under test, considered 
as a transmitting antenna, using near field measurements. 
The coupling can be determined using the reciprocity theo- 
rem. 

2. INTRODUCTION 
The interaction between an electromagnetic wave and a tar- 
get happens through antennas and shielding defects ( aper- 
tures, connectors, discontinuities...). 

If it is quite easy to determine the coupling via the anten- 
nas ( front door ), it is more difficult to estimate the same 
quantity for a component or a specific equipment inside 
the structure (back door ). 
Usual experimental methods simulate as faithfully as pos- 
sible the coupling conditions: direct illumination of the 
object. However, these techniques present some cons- 
traints: 

- necessity to illuminate the device in its entirety (great 
dimensions) 

- difficulties for modifications of attitude angles. 

So, we have chosen an indirect method to determine the 
coupling using near field measurements. The advantages 
of such a technique are: 

- compact range 
- arbitrary polarization and attitude angle 
- rapidity. 

A spherical measurement device has been chosen because 
of the complexity of the systems to be tested. 

3. THE COUPLING CROSS SECTION 
To characterize the coupling' between the incident wave 
and a target, we introduce the notion of Coupling Cross 
Section ( CCS ): 

W o = r  
pi", 

Where o is the Coupling Cross Section ( cm2 ) 
W, is the received power at the considered point 

( Watts ) 
Pi,, is the incident power density ( W/cm2 ) 

I The Coupling Cross Section is determined using the an- 

tenna theory; the object is considered in reception and 
transmission mode ( fig. 1 ). 

(Wlcm2) einc 

Wt 

figure 1 : CCS definition for a device under a 
microwave illumination and the reciprocal problem 

For a considered test point, the CCS is given by: 

h2 
~ ( u ) = 4 1 r ~ a ~ p o ~ ( ~ ) G ( ~ )  

Where h is the wavelength ( cm ) 
pCh is the load factor representing the relative 
adaptation between the load impedance Zl of the 
internal component and the input impedance Z, 
of the object considered as a transmitter 

ppol is the polarization factor 
G ( u ) is the gain 

The Coupling Cross Section depends on three primary pa- 
rameters ( fig. 2 ): 

- frequency 
- attitude angle 
- polarization 
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The frequency range is divided in two subbands - 100 MHz 
to 1 GHz and 1 GHz to 4 GHz - using different measure- 
ment techniques. 

4.1 Low band : 100 MHz - 1 GHz 
The measurements of the field transmitted by the system 
under test are achieved by means of a wide band antenna 
moved mechanically on the meridian. The antenna is 
composed of two capacitive loaded elements. They are put 
at 90" each other in order to do measurements in two pola- 
rizations. 

The antenna displacement allows to achieve the measure- 
ments for all the considered elevations while the different 
azimuths are obtained with the positionner on which the 
object is set. 

Because of the dead angle due to the positionner, the eleva- 
tion measurements can only be done between 0" ( the ver- 
tical ) and 170". 

figure 2 : flow chart for the CCS analysis 

4.2 High band : 1 GHz - 4 GHz 
Here, the field measurements are performed by means of a 
semi-cicular array composed of a retina and a wide band 
collector ( fig. 4 ). The retina and the collector use the 
modulated scattering technique [ 1 I. 

4. NEAR FIELD MEASUREMENT DEVICE 
The development of a near field measurement device, the 
SOCRATE facility, has made possible the entire analysis 
of Coupling Cross Sections between 100 MHz and 4 GHz 
for objects less than 2 meters in diameter. 

This device has been set in an anecholc chamber to simu- 
late free space environment ( fig. 3 ). 

I / I entree-8 sorrik 
IlultlDlexeur BF Polar V 

I + 
Multiplexwr BF Polar H 

figure 4 : H.F. band, near field measurement device 

The retina is composed of 128 dual polarized probes ( fig. 
5 ). Each probe is made of two dipoles loaded by a PIN 
diode. The two dipoles are put at 90" each other in order to 
measure the two polarizations of the radiated electroma- 
gnetic field. The dipoles are directed at 45" from the verti- 
cal in order to balance the couplings between the two li- 
near, orthogonal polarizations. The horizontal and vertical 
components are calculated by addition and subtraction of 
the measured fields. 

The collector is composed of 64 spiral antennas ( fig. 5 ). 
Each spiral collects the field radiated by two coupies of 

figure 3 : SOCRATE device cross dipoles. 
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tion measurements can only be done between 0' ( the ver- 
tical ) and 175'. 

5. COUPLING CROSS SECTION ANALYSIS 

5.1 Principle of determination of the CCS 

I 
The figure 7 shows the way to follow for the determina- 
tion of the Coupling Cross Section. 

We need to measure two quantities to determine the 
Coupling Cross Section of a system: 

- the input impedance at the considered feeding point 
- the near field radiated by the device 

The input impedance is classically measured with a net- 
work analyser. 

The SOCRATE facility permits to measure the near field 
radiated on a sphere ( 2 meters in diameter ) around the ob- 
ject under test. 

figure 5 : partial view of the retina-collector entity 

The low frequency modulation of one of the dipoles 
through its associated PIN diode produces a perturbation of measurements 
the electromagnetic field. This perturbation is picked up 
by the collector. So we have a modulated microwave si- 
gnal at the output of the collector. The magnitude and the 
phase of this signal are proportional to the magnitude and 
the phase of the electric field at the modulated dipole loca- 
tion. The electromagnetic field distribution is measured 
rapidly at the retina location by a successive modulation 
of all the PIN diodes. 

Such a technique avoid mechanical displacement of a 
probe as the use of a microwave multiplexer. 

The figure 6 shows the bloc diagram for the measurements 
using the modulated scattering technique. 

figure 7 : CCS determination using near field 
measurements 

figure 6 : modulated scattering technique 
bloc diagram Firstly, each probe of SOCRATE is calibrated using refe- 

rence antennas for which the radiated patterns are well 
The multiplexer achieves the sequential modulation of the known. After that, the near field radiated by the device un- 
PIN diodes on the retina. The reflectometer ( vectorial der test can be measured and corrected. 
voltmeter ) picks UP the r~~odulated signal at the output of A spherical near field to far field transformation ( SPH 
the collector. The dual synchronous detector ( which is the program ) is then used to obtain the radiated pattern of the 
B.F. part of the receiver in the modulated scattering tech- 
nique ) allows to restore the two orthogonal components 
of the measured electric field. Using the reciprocity theorem, the Coupling Cross 

Section is then calculated from the input impedance and 
Because of the dead angle due to the positionner, the eleva- the radiated pattern of the device under test. 



These operations are repeated for all the frequencies of in- 
terest. 

5.2 Results 
To show the interest of SOCRATE for coupling analysis, 
we have chosen a cylinder ( h = 496mm, I$ = 245mm ) 
presenting four apertures ( fig. 8 ): 

- one horizontal slot (9cm x lcm ) on the Ox axis di- 
rection 

- two vertical slots ( lcm x 9cm ); one on the -Ox axis 
direction and one on the -0y axis direction 

- one circular aperture ( $=lOcm ) located at the top of 
the cylinder. 

circular aperture 
diameter 10cm 

rectangular a p e r t u r e s 0  
9cm x lcm 

metallic body 

apertures 

figure 8 : generic object 

The cavity is excited by a lOcm high monopole. It is cen- 
tered on the base of the cylinder. 

The figure 9 shows the 930 MHz patterns obtained at the 
different steps in the determination of the Coupling Cross 
Section: 

- near field 
- far field 
- Coupling Cross Section. 

This frequency corresponds to the T N l o  mode of the ca- 
vity. 

Z 

b) calculated far field 

c) calculated C.C.S : max = 30 cm2 

figure 9: f = 930 MHz 

The Coupling Cross Section diagrams ( fig. 9,10 and 11 ) 
show important variations of attitude angles and coupling 
levels with small variations of frequency around a reso- 
nance mode of the cavity. 

a) measured near field figure 10 : C.C.S at f = 920 MHz : max = 1.6 cm2 



We can observe on figures 9 to 13 that the CCS diagrams 
become more directive when frequency increases. 
The Coupling Cross Sections drawn on figure 9 to 13 re- 
present a combination of the two polarizations along 0 
(elevations) and I$ ( azimuths ). 

4.5-1 Each mlarization can be isolated in order to determine, for 
each irequency, the preferential polarization for coupling 
and its associated attitude angles ( fig. 14 ). 

-?- 
j'i 

: t e  f 

figure 11 : C.C.S at f = 940 MHz : rnax = 1.7 cm2 

The figures 12 and 13 show respectively the Coupling 
Cross Section diagrams at 1.5 GHz - TMllo mode - and 
2.5 GHz - Thi311 mode -. 

X 
-- 
d- 

a) 0 polarization, rnax = 19 cm2 

figure 12 : C.C.S at f = 1.5 GHz : rnax = 30 cm2 

figure 13 : C.C.S at 2.5 GHz : rnax = 20 cm2 

b) 41 polarization, rnax = 2 cm2 

figure 14 : C.C.S at f = 2.5 GHz 

6. CONCLUSION 
We have presented in this paper an original method for 
coupling analysis using rapid near field measurements. 
The results presented, obtained with a generic object, 
prove the interest of such a method for the determination 
of the worst cases of coupling - frequency, polarization 
and attitude angle - between an electromagnetic wave and a 
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veloping a method for the localization of leakage points [ 1 J. Ch. B 0 1 0 m e ~ 7  B. J. CrrOwn, Fine* L. Jofre, -.., 
using a near field to very near field transformation. " Rapid Near Field Antenna Testing via Arrays of Modu- 

lated Scattering Probes ", IEEE Transactions on Antennas 
The combine use of these two analyses will allow to de- and Propagation, vole 36, ~ 0 6 ,  June 88, pp 804 - 813. 
fine the hardening techniques necessary to protect the sys- 
tems against electromagnetic threats. 

DISCUSSION 

P. ZWAPTBORN 

Could you comment on the mutual coupling inside your antenna between different 

elements and the coupling between antenna and object ? 

AUTHOR'S REPLY 

The mutual coupling between the different elements of the device is taken into 

account by the calibration. To avoid coupling between the antenna and the object, the 

object has to be included in a sphere of 2 meters in diameter ; the diameter of the 

antenna being 4 meters. 

A. SOUBEYRAN 
Comment est faite l'extrapolation du champ proche en champ lointain ? 

AUTHOR'S REPLY 

La transformation champ proche-champ lointain revient 21 faire une transformke de 

Fourier en coordonnkes sphkriques. 

Translation: 

Q. 
How is extrapolation from near-field to far-field performed ? 

A. 
Near-field to far-field conversion involves the use of a Fourier 
transform using spherical coordinates. 
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Direct experimental investigation of the coupling of 
microwaves to military systems involves technically difficult 
instrumentation of the equipment. The problems associated 
with instrumenting the equipment can be avoided by 
exploiting the properties of ultrawideband radar. Illumination 
of a target by a short duration, fast risetirne electromagnetic 
pulse results in a back scattered response which is formed by a 
combination of the early reflections of the incident pulse, and 
later natural resonances of the object. We compare 
experimental and computational studies of the responses of a 
generic missile seeker head in order to assess what impulse 
radar reveals about coupling to a target. 

1. INTRODUCTION 

Given the increased likelihood of disturbances of military 
systems by microwave radiation, more attention has to be paid 
to the way in which the radiation couples with both existing 
and new equipment. Any technique which enables 
investigation of coupling without extensive, and costly, 
instrumentation of the equipment is obviously a boon for the 
understanding of coupling, and for this reason we have been 
using ultrawideband (UWB) radar to investigate coupling. 
The ultrawideband testing procedure involves repetitively 
illuminating the target with a fast rise time pulse and 
averaging the return signal in the time domain. The early 
return signal contains information related to the physical 
dimensions of the object and the late return signal contains 
information about the natural resonances of the object. In this 
paper we apply both experimental and computational 
approaches to characterising the information about target 
coupling conpined in the return signal. 

As a test case we have used a representative missile seeker 
head, which consists of a hollow metal cylinder, 50 cm long 
and 25 cm in diameter, with a 10 cm diameter aperture at one 
end and with three 9 cm by 1 cm slots midway along its axis. 

2. EXPERIMENTAL RESULTS 

In the experimental setup the target is supported above one 
end of a ground plane, and illuminated by a pulse fed into an 
antenna which is located at the other end of the ground plane. 
The D - dot probe lies between the antenna and the target. A 
full description of the experimental arrangement is given in 
Parkes, Lewis, Devine, Trafford and Richardson (1992). 

The results for two orientations of the test object are shown in 
figure 1. The difference in the latencies between the clearly 
discernable f i s t  and second reflections corresponds to twice 
the time taken for the pulse to travel from the front surface to 
the back. In the case of end illumination the difference is 3.68 
ns, which corresponds to a distance 0.551 m, and in the case 
of broadside illumination the difference is 2.2 ns, which 
corresponds to a distance of 0.33 m. These distances are 
larger than the physical dimensions of the object because they 
are the distances involved in travelling round the object. 

3. COMPUTATIONAL RESULTS 

In the computational model, the ground plane was not 
included, in order to reduce the workspace involved. The 
target was illuminated by a plane wave with a gaussian time 
course, and the electric field in the far field was calculated 
using Fluid Gravity Engineering's implementation of the 
finite difference scheme for solving Maxwell's equation which 
was described by Yee (1966), with the boundary conditions 
described by Mur (1981) and far field calculations according 
to the scheme introduced by Yee, Ingham and Shlager (1991). 
The orientation of the test object was changed in steps of 45 
degrees and the range of surfaces facing the antenna are 
shown in figure 2. The polarisation of the electric field was 
vertical, in keeping with the experimental situation. 

Paper presented at the Sensor and propagation Panel Symposium on "High Power Microwaves (HPM)" 
held in Ottawa, Canada 2-5 May 1994. 
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Figure 1. Experimental results obtained with 
ultrawideband radar. a) Aspect of the target facing the 
antenna and probe. b) Integrated time domain 
responses from D - dot probe. c) Fourier transforms of 
time domain respones. 

Figure 2. Array of orientations of the test object used in 
the computational study. In all the subsequent figures, 
the results of the calculations are presented according to 
the order of this array. 

computational results for the corresponding end and side 
illumination cases, in keeping with the findings of Cloude, 
Smith, Milne, Parkes and Trafford (1992), who investigated 
the responses from a number of different targets. 
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Figure 3. Relative amplitudes of the computed time 
domain responses for the array of orientations of the test 
object shown in figure 2. 

Figure 4 shows the the Fourier transforms of the time domain 
responses. It is clear that the surface currents which are 
supported by the test object are not limited to a single body 
length resonance. For end illumination, there are peaks in the 
responses at multiples of 0.21 GHz (0.42, 0.63 and 0.84), and 
with side illumination, there are peaks in the responses at 
multiples of 0.36 GHz (0.36.0.72 and 1.08). These peaks arise 
when multiples of the half wavelength can be fitted round the 
object. 

The responses of the test object were computed for 100 ns 
after excitation by the pulse, and the Fourier transforms of the 
responses after the initial 25 ns, when the reflections of the 
incident pulse have passed, are shown in figure 5. The 
frequencies of the resonances are of interest because they 
correspond to the cavity modes of a closed cylinder of the 
same size as the test object. The information in the late 
response remains to be exploited experimentally, because 
the absolute amplitudes of the peaks are a factor of a hundred 
times smaller than those of the early part of the response. 

Figure 3 shows the first 10 ns of the calculated time domain 
responses. The reflections are largest at the orientations (0, 
90, 180 and 270 degrees) when the metallic surface is normal 
to the incident pulse and reflects the pulse directly back in the 
measurement direction. There is good agreement between the 
latencies of the reflections in the experimental and 
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Figure 4 Relative amplitude spectra of the computed 
responses for the array of orientations shown in figure 2. 
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Figure 5. Relative amplitude spectra of the later time 
domain responses for the array of orientations of the test 
object shown in figure 2. 

4. CONCLUSION 

are present in the Fourier transform of the late part of the 
response. 
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We have found agreement between experimental and 
computational investigations of the early part of the time 
domain response of a test target to ultrawideband radar. 
Fourier analysis of of the early responses reveals the 
frequencies at which surface currents are supported by the test 
object. The technique of ultrawideband radar also has the 
potential to identify internal resonances of the object, as these 



DISCUSSION 

D. PEEBLES 

In view of the different frequency responses given by the target body when 

illuminated by horizontally and vertically polarized signals, does the author think that 

illuminated by cross-polarized signal would be benefit (or circularly polarized signal, if 

that were possible) ? 

AUTHOR'S REPLY 

Not sure about circular polarisation, probably best to use alternate H&V polarisation 

pulses, since one advantage of method is to pass only a single pulse over the target, 

simplifying analysis. 

D. NITSCH 

In the early time you calculated the outer resonances of the body. Can you comment 

on the damping of the circumferential modes compared to the axial (meridional) 

ones ? 

AUTHOR'S REPLY 

I have not checked but feeling that axial damping would be faster. 

D. NITSCH 
I would expect the contrary. 

E. SCHWEICHER 
1/ What is the pulse width ? 

2/ What was the pulse generator you used ? Is it a transmission line discharged by an 
avalanche transistor ? 

3/ What is the jitter of the used pulse generator ? 

AUTHOR'S REPLY 
1/ 300 ps half width 

2/ Kentech step. Yes. 

3/ = 1 ps trigger/pulse. = 5 ns pulse/pulse 
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1. SUMMARY 
The measurement of High Power Microwave (HPM) 
coupling is an important diagnostic tool in the understanding 
of HPM interaction with complex structures. The quantities 
of interest include the electric and magnetic fields both in 
free space and at (or near) the surface of a body. The 
sensors used must be small in order to cause minimal 
perturbation of the ambient field and to function over as 
wide a bandwidth as possible. In addition, the signal-to- 
noise ratio (SNR) must be as large as possible. This paper 
presents an engineering overview of the design and 
construction of various HPM sensors presently used at the 
Defence Research Establishment (DREO). Calibration 
methods for such sensors will also be briefly discussed. 

2. PREFACE 
Although the operating principles of common 
electromagnetic sensors are easily found in the literature 
[ I ,  21, the details of construction are often omitted. This is 
particularly true for sensors to be used in the multi-GHz 
region where the required dimensions are typically only a 
few millimeters. 

In addition, once a sensor has been constructed, there 
remains the difficulty of accurately establishing it's 
calibration factor. Ideally, the sensor is "calibrated by ruler". 
In other words, the response can be established either 
analytically or numerically such that given a certain physical 
geometry, the calibration factor is known. However, the 
fabrication process often introduces deviations from theory 
which can not be easily discounted. For example, a finite 
thickness ground plane, a truncated ground plane, co-axial 
leads or dielectric support assemblies may influence the 
results of measurement. As a result, it is often more 
accurate to measure a sensor response. The question of 
how to establish an accurate electric or magnetic field then 
becomes an issue. 

This paper is intended as an engineering review of the 
construction and calibration techniques used at DREO and 
will discuss some of the details mentioned above. 

3.1 Electric Field 

3.1.1 MonopoleIDipole 
Figure 1 is a schematic representation of one half of a 
biconical dipole sensor. The 5 mm dipole is tqpered at 47O 
to create a 100 i2 impedance. The top of the electrode is 
rounded in an effort to minimize the resonance due to the 
finite height. The base of the electrode is connected to the 
inner conductor of a 25 cm long, 50 R co-axial line which is 
feed through a square brass tube and is terminated with a 
modified SMA connector. The dipole is completed with a 
second assembly which is identical except that it is tapped 
to receive the 2-56 flat head screws used to hold the unit 
together. In addition, commercial feed-through or bulkhead 
SMA connectors are often permanently added to the 
sensors for two reasons. The first is so the SMA connection 
on the sensor (which was slightly modified to accept the 
0.034" diameter co-axial cable from the dipole) does not 
vary with time or degrade the contacts of the high quality 
SMA or 3.5 mm cables used in the lab. The second is so a 
supporting plate can be attached to the sensor leads. 

The response of the dipole described above is shown in 
Figure 2. This measurement was made in an anechoic 
chamber using a broadband horn antenna as a source. 
From this figure it can be seen that the upper -3 dB point 
of the sensor is at approximately 7 to 8 GHz and that the 
resonance is above 12.5 GHz (upper limit of the 
measurement). 

3.1.2 Patch Antenna 
The operating principles of a patch antenna are discussed 
in detail in References [3, 41. At DREO these sensors are 
used in two modes. In the first, the centrally fed patch is 
oriented horizontally such that the electric field is 
perpendicular to the radius as shown in Figure 3. In this 
mode of operation, the lower frequency pick up is 
emphasized and the sensor has a very large, relatively 
uniform response from 100's of kHz to the TM,, resonance 
which is determined by setting n=O and m=l in the 
equation, 

Xnmc f", = - 
2na* ,L 
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where 
ae = a J- , 

X,, = roots of J,'(x) =O , 

c is the speed of light, E, is the dielectric constant, a is the 
patch radius and t is the patch thickness. The responses of 
two patch sensors are shown in Figure 4. Both sensors 
have a 2.5 cm radius but differ in dielectric type and 
thickness as identified on the plot. From these and other 
responses (not shown) it has been determined that a 
thinner dielectric and a higher dielectric constant increases 
the capacitance of the sensor and, therefore moves the 
-3 dB point to a lower frequency. Unfortunate1 the sensor 
pick up is also reduced resulting in a poorer &R. 

In the second mode of operation the patch is used at much 
higher frequencies. A typical response is shown in Figure 5 
where the various f,,, resonances of the patch can clearly 
be seen. It is obvious from this response that the sensor 
cannot be used in this mode without some form of signal 
processing. If using a network analyzer, the simplest way to 
do this is to calibrate the sensor response into the reference 
field measurement and normalize all remaining 
measurements with respect to this. One advantage of patch 
antennas is that they can be designed with any commercial 
software drawing package and fabricated in the same way 
as printed circuit boards. They can also be designed to 
conform to a surface. 

3.2 Magnetic Field 

3.2.1 Loop Probe/Surface Field Probe 
The probes used for magnetic field measurements are 
discussed in detail in References [5, 61. As depicted in 
Figures 6 and 7, they may be used in surface field or free 
field modes and are basically co-axial cables which are 
formed into a loop. The outer conductor is circumferentially 
cut at the top (and bottom) of the loop so that the inner 
conductor will respond to the magnetic field but is shielded 
from the electric field. The pick-up of these sensors can be 
modelled by the simple equation 

d i (t) dH(t) P + R i(t) = poA- 
dt dt (1) 

which has time and frequency domain solutions of; 

where i is the loop current, H is the magnetic field, A = na2 
is the loop area, R is the sum of the radiation and 
termination resistance, po = 4n-10" [Alm], r is the wire 
radius and Q is the loop inductance given by 

Comparison of the response measured in a TEM cell to that 
calculated is shown in Figure 8. 

If the radiation and termination resistance in the loop are 
very small, the value of R in Eq. 1 becomes negligible and 
the equation reduces to 

The advantage of such a sensor is that, like the horizontal 
patch antenna discussed earlier, this sensor has a very flat 
response from 10's of kHz into the GHz range or, in other 
words, the current in the loop is directly proportional to the 
magnetic field - not it's derivative. Figure 7 depicts a 
modified ground plane sensor which incorporates a 1 GHz 
Tektronix current probe in place of the 50 R cable. Although 
this probe significantly reduces the required dynamic range 
of the measurement, it does not do so by enhancing the 
pick-up at the lower frequencies but by attenuating -the 
higher frequencies and, as such, decreases the SNR in this 
range. 

4. GENERATION OF FIELDS FOR CALIBRATION 
As mentioned previously, it is often difficult to calibrate a 
sensor using theoretical parameters because of deviations 
in the simple theory caused by practical considerations in 
fabrication, calibration and application. As a result, a sensor 
should be calibrated by measuring its response in a known 
field. The obvious difficulty is how to establish such a field. 

Although there is no means of establishing an exact 
magnitude, a number of ways exist by which to generate a 
reasonably well known field value. The Transverse 
Electromagnetic (TEM) cell [6] is one of these. This device 
is basically a truncated, rectangular transmission line as 
depicted in Figure 9 and can be operated from DC to its 
first resonance determined by the cell dimensions. 
Unfortunately, the bandwidth is inversely proportional to the 
size of the cell and, therefore, since a sensor must be much 
smaller than the septum height or width in order to minimize 
perturbation of the field, the amount of useful testing which 
can be done in a TEM cell at high frequencies is very 
limited. 



The other factor to consider is that the field along a cross- 
section of the cell is not completely uniform but varies 
according to Figure 10. The sensor calibration must take 
into account this field variation in addition to the reflections 
and standing waves which are induced at virtually all 
frequencies because of the difficulty in inducing and 
terminating an ideal TEM mode in the cell. This is a result 
of the geometrical discontinuities inherent to the ends of the 
cell and is particularly true of very small cells because input 

I connectors, dielectric supports etc. cannot be scaled down 

I to account for the smaller dimensions. In addition, the 
relative errors in the machining and assembly processes 
become larger in these smaller cells. 

I One means of minimizing the effects of the reflections is to 
test in the time domain. An impulse test may potentially be 
designed so that the sensor response can be established 
before any major reflection has an opportunity to alter the 

I excitation field. This adds an added degree of difficulty to 
I 

the design of a TEM cell since operation in the frequency 

: domain requires a short cell which maximizes the usable 
bandwidth ( first major resonance is inversely proportional 
to the cell length). However, operation in the time domain 
requires that a cell be as long as possible to maximize the 
temporal separation between the initial field excitation and 
the reflection from the back taper. 

An alternative which avoids this problem is to make use of 
what is referred to as a GTEM cell [7]. Like a TEM cell, this 
is also a rectangular transmission line; however, it is 
essentially only the front taper of the TEM cell which is 
directly terminated in a resistive load and absorbing 
material. Since the discontinuities in the cell have been 
removed, the associated resonances are also gone. 
However, the cross-sectional field uniformity is still similar 
to that of Figure 10 and must be accounted for. The 
situation is aggravated by the fact that the septum is 
tapered and offcentered in the working volume. 

The response of the DREO GTEM cell (1 m long) is shown 
in Figure 11. The dimensions of this cell are much larger 
than an equivalent bandwidth TEM cell thus allowing much 
larger sensors to be tested (or alternatively, a small sensor 
to perturb the ambient field much less). The primary 
disadvantage of this cell is that the field magnitude rapidly 
deviates a few dB both spatially and with respect to 
frequency. Fortunately, there are no deep nulls in the field 
values and the response of a sensor can be numerically 
recovered without any significant difficulties. 

Finally, a method which essentially eliminates the 
possibilities of resonances entirely is to calibrate in an 
anechoic chamber or an open field site with a standard gain 
horn antenna as a source. Here too the unwanted 
reflections from nearby surfaces must be kept under control. 
One can improve the measurements by using time domain 
gating. 

5. SUMMARY 
An overview of the various types of electromagnetic sensors 
used at DREO has been presented with an emphasis on 
the engineering aspects of sensor design. The electric field 
is generally measured with a dipole/monopole, however the 
patch antenna is available as an alternative under certain 
circumstances. The primary sensor for the magnetic field is 
a single turn loop used either in free space or on the 
surface of a structure. A brief discussion of calibration 
requirements using TEM and GTEM cells, anechoic 
chambers and open field test site has also been presented. 
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Figure 1: Schematic representation of one half of a dipole. The electrode is 5 mm long and is rounded t o  minimize the 
inherent resonance. The other half of the dipole is identical except that it is tapped t o  receive the assembly screws. 
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Figure 2: Response of the dipole depicted in Fig. 1. The measurement was made in  an anechoic chamber wi th  a 
standard gain horn antenna as a source. Although both sensors are physically virtually identical, there is clearly a 
difference in the response. 
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Figure 3: A schematic representation of a patch antenna. The radius of the (in this case) circular patch is "a" and the 
thickness of the dielectric is "t". In order to emphasize the lower frequency response, a central feed point has been chosen. 
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Figure 4: The response of two patch antennas. Although the -3 dB point occurs at a lower frequency for patch #2, 
approximately 20 dB of sensitivity must be sacrificed to achieve this. 
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Figure 5: Typical response of a patch antenna. The resonances are due to the various TM,, modes of the patch and make 
some form of signal processing a necessity. 
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Figure 6: A schematic representation of a surface field probe. This probe responds to a magnetic field but is shielded from 
the electric field. 
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Figure 7: Variations of the surface probe in Figure 6. The first is a free-field version and the second replaces the 50 
n co-axial cable w i th  a low resistance current probe thus creating a flat response over a larger bandwidth. 
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Figure 8: The response of the field probe depicted in Figure 6 when tested in a TEM cell. The inductance, 0 ,  of the 
probe is calculated t o  be approximately 8 nH. 
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Figure 9: A schematic representation of a TEM cell and its associated fields. 
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Figure 10: Variation in the vertical electric field in the lower half of a 100 fl TEM cell. The field level at the base of this 
cell, as calculated for the static case using Finite Difference, is 65% of the nominal voltagelheight value. 
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Figure 11 : The E-field response of a 1 m long GTEM cell as measured by a short monopole. Although the magnitude varies 
a few dB both spatially (not shown) and with frequency, there are no deep nulls in the response. 



DISCUSSION 

G.S. BROWN 

It seems to me that your talk was primarily concerned with problems associated with 

very wideband fields measurements. Are there any problems associated with the high 

power levels attendant with HPM ? 

AUTHOR'S REPLY 

Yes, it is feasible that one could create a field which is intense enough to generate an 

arc in or around a critical component of a sensor. A good example of this is patch #2 in 
figure 4. This sensor is constructed by anodizing an aluminium plate to create the 
dielectric material (which is inherently thin and porous). As the field strength of a 

uni-polar pulse is increased, the peak value in the sensor response tends to become 

non-linear. It is speculated that this is a result of arcing between the. top plate and 

ground plane through the dielectric*. In principle, the same response may be observed 

(at different field strengths) in a sinusoidal pulse. 

(* original observations made by M. Kekez and J. Durr of the NRC in Canada) 

P. ZWANBORN 

11 Could you please comment on the fact that your antenna factor decreases if you 

downsize your sensor. 
2/ Have you taken into account that you obtain a mirror image of your sensor when 
inserted inside a TEM-cell. How does that influence your calibration ? 

AUTHOR'S REPLY 

1/ In general, a sensor bandwidth is inversely proportional to its dimension and its 

response is proportional to this dimension. Therefore, as a sensor bandwidth is 

increased, the magnitude of the response will decrease. This will result in a poorer 

SNR in the measurement. 

2/ A TEM cell can be considered to be a coaxial line and as such, any sensor placed 
inside it will act as a perturbation in the impedance and cause a reflection to oscillate 
within the cell. The way we avoid (or minimize) this is to try to keep the sensor less 
than one tenth of the size at the septum to outer conductor spacing.This should be 
considered a "rule-of-thumb" and I don't have numerical data to quantify the effects. 

A. TAYLOR 

Have you investigated temporal dispersion with frequency - ie are high frequencies 

delayed with respect to low frequencies ? 



AUTHOR'S REPLY 

No, we have not investigated temporal dispersion. 

M.P. CLARKSON 

Has phase calibration of the sensors been looked at ? 

AUTHOR'S REPLY 

My oral response to this question was that we had not investigated the phase response 

at the various sensors. However, this comment was erroneous because I had 
mistakenly interpreted the question. We have not looked at a phase calibration in the 

range of a sensor where the response is very non-linear (ie where a sensor is very 

resonant). However, in the linear portions the phase response is generally as linear 

and uniform as the magnitude of the response. 
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1. SUMMARY 

In order to ensure that composite structures have adequate 
electromagnetic (EM) shielding, a knowledge of the EM 
properties of anisotropic laminated materials is necessary. 
In this paper, we provide an overview of work we have 
carried out to measure the intrinsic EM shielding 
properties of carbon and non-carbon epoxy laminates. 
These experimental results are compared with numerical 
results that have been calculated using the Method of 
Moments. Finally, results showing the effect of repair of 
carbonlepoxy composites on shielding properties are 
presented. 

KEYWORDS: Electromagnetic Shielding; Composite 
Materials;Electric/Magnetic; CarbonIHybridlNon-carbon; 
Repair 

2. INTRODUCTION 

Composite materials are being used increasingly by the 
designers of military aircraft, ships and land vehicles. As 
an example, Figure 1 shows the use of carbonlepoxy 
composites in the CF-18 aircraft that is in service in the 
Canadian Forces. Traditionally, the use of composites for 
the construction of aircraft has been driven by the 
superior specific strength and stiffness of these materials 
which allows a significant reduction in weight. More 
recently, other factors such as the ease of shaping 
composites has led to their use for the minimization of 
radar cross-section (RCS). Table 1 gives values of RCS 
for various aircraft taken from the literature. The 
reduction of RCS is dramatic. 

There is also increasing interest in the use of composites 
for the construction of ship superstructures. Some of the 
benefits of the use of composites for this application 
include: improved stability through a reduction in topside 
weight; reduced maintenance costs; reduced RCS; and 
superior fire containment. The use of composites for land 
vehicles offers improved mobility as a result of weight 
reduction and improved personnel protection from shells. 

3. ELECTROMAGNETIC PROPERTIES OF 
COMPOSITE MATERIALS 

In the previous section, some of the advantages of 
composite materials, that are leading to an increased use 
of these materials in military vehicles, have been 
described. In almost all cases, however, successful 
operation of these vehicles depends on the reliable 
operation of sophisticated systems for flight control, 
navigation, self-defence and fire control. Protection of 
these systems from the severe electromagnetic 
environment, including high power microwaves (HPM), 
that can be encountered is a necessity. The increasing 
susceptibility of modem microelectronic systems to 
electromagnetic interference (EMI) makes the job of 
providing adequate electromagnetic (EM) protection all 
the more difficult. 

To ensure adequate EM shielding, a knowledge of the EM 
properties of composite materials is necessary. Table 2 
provides a summary of some of the electromagnetic 
properties of composite materials. The conductivity of 
most of the commonly used reinforcements is poor 
compared to most metals. Even graphite has a 
conductivity 2 or 3 orders of magnitude lower than 
commonly used metals as is seen in Table 2. Other 
reinforcements such as glass and aramid are 
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TABLE 1 - AIRCRAFT RADAR SIGNATURES 

11 TARGET RADAR CROSS SECTION (M2) 

11 JUMBO JET 

B-1B BOMBER 

B-52 BOMBER 

LARGE FIGHTERS 

SMALL FIGHTERS 

10.0 

5-6 

2-3 

II F-117A STEALTH FIGHTER I 0.1 

MAN 

11 B-2 STEALTH BOMBER I 0.01 

1.0 

SMALL BIRD 

SOURCE: SAMPE Journal, 27, 4 (1991) 

TABLE 2 - EM PROPERTIES OF COMPOSITE MATERIALS 

1. EM SHIELDING EFFECTIVENESS IS NOT AS GOOD AS METALS 

CONDUCTIVITY - COPPER - 5.8 . lo7 MHOIM 
- ALUMINUM - 3.5 . 107 
- STEEL - 1.0 . 107 
- GRAPHITE - 7.0 104 
- GLASS - 1.0 . 10-l2 

2. ELECTRICAL BONDING OF COMPOSITES IS DIFlFICULT 

CORROSION PROBLEMS 

3. DIFFICULT TO MAINTAIN EM SHIELDING DURING REPAIR 



CARBON/EPOXYANDALUMINUM 
HONEYCOMB SANDWICH 

MONOLITHIC CARBON/EPOXY 

Figure 1 - Use of Composites in the CF-18 



Figure 2 - Methods of Repair. Left-Bonded Epoxy Patch. Right-Bolted Patch 
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Figure 3 - Effect of Fibre Conductivity on Magnetic Insertion Loss 



non-conductive. Because of their limited conductivity, 
structures made from composite materials generally have 
poorer EM shielding when compared to metallic 
structures. For many military applications, it is therefore 
necessary to either incorporate one or more conductive 
layers within a laminate or to apply a metal coating to the 
surface. 

EM shielding requirements can also influence the design, 
construction and life cycle maintenance of composite 
structures. The need to ensure continuity of conductive 
pathways wherever composite panels are joined together 
or connected to adjacent metallic structure can add 
considerably to the cost and complexity of fabrication. 
This is especially true where galvanic corrosion concerns 
would dictate that no electrical contact should exist. 
Corrosion in fact poses a double threat, reducing the life 
of the metal components present and slowly degrading the 
EM shielding by increasing the electrical resistance of the 
joints. Standard structural repair methods may also have 
to be modified to ensure electrical continuity between a 
bonded or bolted patch and the structure itself. 

In the following section, we give an overview of the work 
we have done to measure the intrinsic EM shielding 
properties of epoxy matrix composite laminates as well as 
experiments to study the effect of repair on EM shielding. 
Parts of this work have been published earlier [1,2]. 

4. EXPERIMENTAL 

Measurement Technique 

Measurements of the shielding properties of composite 
materials have been made using a dual transverse 
electromagnetic (TEM) cell, as described by Wilson and 
Ma [3]. In this method, two TEM cells are coupled by a 
common aperture. Measurements are made of the 
penetration of the EM fields from the driven (lower) cell 
into the receiving (upper) cell. Insertion loss 
measurements are made by comparing the results when 
the aperture is loaded with a composite sample with 
results for the open (unloaded) aperture. 

The theory of the dual TEM cell has been developed by 
Wilson and Ma [3,4]. Provided the aperture dimension is 
small compared to the wavelength used, small aperture 
theory can be used and the penetration of the EM fields 
into the upper cell treated in terms of the equivalent 
electric and magnetic polarizabilities of the aperture. The 
output of the cell in the forward direction is related to the 
sum of the electric and magnetic polarizabilities and in the 

backwards direction, to the difference. Expressions [3] for 
the forward and backward insertion losses (defined as the 
ratio of the transmitted power with the material in place 
to that of an open aperture) are given below. 

and 

where a and a, are the electric and magnetic 
eY 

polarizabilities of the open aperture and ge and &, 
are the electric and magnetic polarizabilities ofthe loaded 
aperture. 

Experimentally, [5] it is possible to separate the electric 
and magnetic properties of the material by adding or 
subtracting the two outputs of the receiving cell which 
gives; 

and 

Measurements of the magnetic and electric insertion loss 
of the materials were made over the frequency range from 
0.3 to 500 MHz using a HewIett Packard HP8753B 
Network Analyzer. Output data from both ends of the 
receiving TEM cell were collected using a computer and 
numerically combined to give either the sum or difference 
signals. 

Sample Preparation 

The composite materials used in these studies were made 
from unidirectional pre-preg of carbon, glass, aramid and 
boron fibres in an epoxy matrix. The 18 cm square 
samples were prepared [I] by laminating six or eight plies 
together using standard composites autoclaving 
procedures. In some cases the unidirectional plies were 
aligned while in others they were arranged at different 
orientations in various stacking sequences (eg 
0° ,  5 4 5  ",90°). Thoughout this paper, fibre orientations 
are designated with respect to the direction of propagation 
of the EM waves in the TEM cell. 

The degradation in the EM shielding properties of 
carbonlepoxy components caused by typical structural 
repairs was investigated to the extent that the geometric 



constraints imposed by the TEM cell would allow. Thus 
while it was not possible to study honeycomb sandwich 
panels typical of the avionics doors on the CF-18, for 
example, the same repair materials and procedures 
normally used for these components were applied to the 
test samples. Eight ply quasi-isotropic laminates of 
AS413501-6 carbonlepoxy containing a 75 mm diameter 
hole in the centre were repaired using two different 
methods. In two of the repairs, 152 mm circular patches 
of either 6 ply (0°, &60°) carbonlepoxy or titanium 
(Ti-6A1-4V) were adhesively bonded over the hole on one 
side of the sample using FM-300 epoxy film adhesive 
from American Cyanamid. The third repair involved a 
rapid repair technique in which sixteen 7mm diameter 
blind fasteners were used to attach a thick aluminum 
patch, drilled with a square array of 7 mm holes equally 
spaced at 25 mm, to one side of the laminate. These two 
methods of repair are illustrated in Figure 2. 

In order to obtain a proper measurement of the shielding 
properties of these composite samples, good electrical 
contact must exist between the sample and the body of the 
TEM cell used to make the measurements. To achieve 
this, the edges of all of the samples were copper plated. 
The use of finger stock and application of pressure to top 
of the upper cell ensured good electrical contact between 
the two cells. 

Experimental Measurements 

While measurements were made of both the magnetic and 
electric insertion losses for all of the samples examined, 
in the discussion that follows we only discuss the 
magnetic shielding properties. The reason for this is that 
the provision of adequate magnetic shielding at low 
frequencies is normally of most concern. 

Effect of Fibre Type on Magnetic Insertion Loss 

The effect of fibre type on the magnetic shielding 
properties of a number of different materials is shown in 
Figure 3. The carbonlepoxy laminates provide high levels 
(>60 dB) of shielding for frequencies above 50 MHz. 
As anticipated, the glasslepoxy laminate provides 
essentially no shielding as it is non-conducting. The 
boronlepoxy laminate on the other hand provides an 
intermediate degree of shielding. 

The dependence of the magnetic insertion loss on 
frequency and fibre conductivity (Figure 3) is in 
accordance with theory developed by Casey [6] and 
Latham and Lee [7]. 

Effect of Fibre Orientation on Insertion Loss 

Fibre orientation has a major influence on magnetic 
shielding, as seen in Figure 4, which shows the magnetic 
insertion loss of AS-4 carbonlepoxy laminate having 
fibres oriented unidirectionally at 0°, 30°, 45 " , 60" and 
90" to the direction of propagation of the EM wave. 
Above 60 MHz, the insertion loss measurements for the 
0" sample are influenced by the limited dynamic range of 
the network analyzer which results in a flattening of the 
0" curve above this frequency. 

Qualitatively these results relate directly to the anisotropic 
conductivity of the composite laminate. The conductivity 
is greatest along the fibres and, hence, when they are 
oriented at 0°, there is very little interruption of the 
current flow along the body of the cell and shielding is 
high. By comparison, the conductivity transverse to the 
fibres is lowest leading to poor shielding when the fibres 
are oriented at 90'. 

Effect of Repair on Magnetic Insertion Loss 

Figure 5 shows the magnetic insertion loss of a 
carbonlepoxy laminate with a 75 mm diameter hole that 
has been repaired with a bonded carbonlepoxy patch. 
Also included in this figure are the results for a complete 
carbonlepoxy laminate and the same laminate with an 
unfilled 75 mm dia. hole. From these results it is seen 
that the repaired laminate offers considerably poorer 
shielding than the undamaged laminate, especially at high 
frequencies where the difference can be as high as 40 dB. 
In the application of the bonded patch, no effort is made 
to electrically connect the graphite fibres in the patch to 
those in the bulk material. It is interesting therefore that 
the patch still provides 10 to 20 dB additional shielding 
over almost all of the frequency range (0.3 - 500 MHz). 
There is sufficient capacitive coupling apparently between 
the carbonlepoxy laminate and the patch to allow some 
current to flow through the patch. This suggestion is 
supported by the observation that the amount of shielding 
that the patch provides depends (Figure 6) on the 
orientation of the patch in the aperture of the dual TEM 
cell. The shielding provided by the patch is better when 
the fibres in the upper layer of the carbonlepoxy laminate 
next to the patch are oriented so that current can flow 
through this layer (i.e. parallel to the direction of 
propagation in the TEM cell). 

A comparison of the magnetic insertion loss of the three 
patch types is given in Figure 7. The shielding provided 
by the bonded carbon and titanium patches is very similar. 
The bolted patch, on the other hand, provides 



Figure 4 - Effect of Fibre Orientation on Magnetic Insertion Loss 

Figure 5 - Effect of Repair on Magnetic Shielding: CarbonlEpoxy Patch 
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Figure 6 - Effect of Sample Orientation on Magnetic Shielding 
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Figure 7 - Effect of Patch Type on Magnetic Shielding 



considerably greater shielding. With the bolted patch, 
electrical contact between the carbon fibres in the 
carbonlepoxy laminate and the aluminum patch is 
provided by the bolts. Presumably the shielding would be 
even higher if the aluminum patch did not contain the 7 
mm bolt holes. 

5. NUMERICAL CALCULATIONS 

In this section, results of numerical studies to calculate the 
shielding properties of conductive materials are presented 
and the results compared with experiment. The 
calculation of the extent of EM penetration through the 
TEM cell aperture when it is loaded with a composite 
sample can be best accomplished [8,9] through the 
cgculation of the equivalent magnetic surface currents, 
MS, that exist over the surface of the aperture. For 
small apertures, it can be shown that the equivalent 
magnetic and electric dipole moments (and 
polarizabilities) are relate_d to the irrotational and 
solenoidal components of Ms respectively. 

Isotropic Resistive Material 

For an isotropic, resistive material, the integral equations 
that need to be s_olved for the irrotational and solenoidal 
components of M, are the following. 

(I -r @[v V -@I + k2FI ] + -%, = qiI 
kZ * s 

(5) 

and 

j.5 + :M~, = % (6 )  

+ 
where and PR are the irrotational and solenoidal 
components of the electric vector potential defined by 

and and % are the irrotational and solenoidal 
components of the tangential component of the incident 
magnetic field. 

These equations have be_en solved using the Method of 
Moments to determine Ms f o ~ b o t h  the open ( o s  = 0) 
and loaded apertures. Once M, is known, the electric 
and magnetic dipole moments of the open and loaded 
apertures can be determined from the relationships [lo]. 

fie = -://I' x Si&Tr)ds' (8) 
A 

and 

Figure 8 shows numerical results for the magnetic 
insertion loss of conductive films having a range of 
conductivities (in mho) as a function of frequency. These 
numerical results are in general agreement with the 
experimental measurements presented earlier (Figure 3) 
that show that the highly conductive reinforcements 
provide the highest magnetic shielding. 

Anisotropic Resistive Materials 

Modification of equation (5) for the case that the aperture 
is loaded with an anisotropic resistive material is 
straightforward. In this case the surface conductivity 
must be expressed in the form of a dyadic, 5,. For 
composite materials having unidirectionally oriented fibres 
(eg. fibres oriented along the x-axis), the conductivity can 
also be considered to be unidirectional to a good 
approximation and the only non-zero component of the 
conductivity dyad is om. 

Numerical results for the magnetic insertion loss of a 
unidirectional composite as a function of orientation is 
shown in Figure 9. These numerical results are in good 
agreement with the experimental results shown in Figure 
4 that show that the magnetic shielding is greatest when 
the carbon fibres are oriented at 0" and that the shielding 
degrades rapidly when the fibres are turned from this 
orientation. Qualitatively, the shielding behaviour can be 
understood by noting that the unidirectional composite 
only shields the component of the magnetic field that is 
orthogonal to the fibre direction. A simple model for 
predicting the shielding of unidirectional and multi- 
directional composite materials was given in [I]. 

6. CONCLUSIONS 

The dual TEM cell technique has been shown to be a 
valuable method to measure the magnetic and electric 
insertion loss of conductive materials. Fibre conductivity 
and fibre orientation were found to control the intrinsic 
EM shielding characteristics. While carbon fibres have 
resistivities approximately 3 orders of magnitude higher 
than good metallic conductors (Al, Cu and Ni), they do 
possess adequate conductivity to provide substantial 
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Figure 8 - Effect of Resistivity on Magnetic Insertion Loss 
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Figure 9 - Effect of Orientation on Magnetic Insertion Loss 



shielding to structures made from carbonlepoxy composite 
materials. However, other common reinforcements such 
as aramid and glass fibres are incapable of providing 
adequate shielding unless mixed (hybridised) with carbon 
fibres. 

Repair of composite structures using prescribed techniques 
for applying bonded patches can result in a substantial 
degradation of EM shielding. This results because 
electrical contact is lost between the conductive fibres in 
the bulk material and those in the patch. 

Shielding properties calculated numerically using the 
Method of Moments are in general agreement with the 
experimental results presented. 
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DISCUSSION 

LABAUNE 

In your work you consider that the magnetic polarizability of the aperture between the 

two TEM cell is a function of the conductivity of the sample under test. In fact the 

contact resistance between the sampIe and the cells is an important parameter. Have 

you taken it into account ? 

AUTHOR'S REPLY 

In carrying out our experiments, we have spent considerable effort to minimise the 

contact resistance to ensure that it did not influence the measured results. We have 

copper plated the edges of all of the samples to ensure a low resistance contact between 

the sample and the cell. 



Hardening against a Combined Electromagnetic Threat 

M.Dion, C.Gardner, S.Kashyap 
Defence Research Establishment Ottawa 

3701 Carling Avenue 
Ottawa, Ontario, Canada 

K1 A 024 

Hardening against the electromagnetic environment is 
usually done by considering each threat separately. In 
recent years, there has been an increasing interest in 
methods for unifying electromagnetic standards and 
procedures to simplify the design and testing of hardening 
techniques. This approach is appealing as it could reduce 
the cost of system design as well as the cost of testing. 

The objective of this paper is twofold: firstly, to assess the 
feasibility of combining the various electromagnetic threats 
to simplify the design of electromagnetic protection; and 
secondly, to assess the feasibility of using a single test, or 
at least a minimum number of tests, to verify the electro- 
magnetic hardness of a system. 

Today's platforms rely heavily on electronic subsystems to 
perform their mission. The newer technologies used in 
modern systems are often more susceptible to intentional 
or unintentional electromagnetic threats, while the electro- 
magnetic environment has become more complex and 
severe. These threats cover frequencies from DC to 10's 
of GHz, and include high power microwaves (HPM), nuclear 
electromagnetic pulse (NEMP), lightning (LEMP), electro- 
static discharge (ESD), licensed transmitters and general 
electromagnetic interference (EMI). The success of the 
missions now depends on the proper protection of the 
critical subsystems against any threat which may be 
encountered during operations. 

Over the past decades, techniques were developed for 
hardening against the various threats, but as they all obey 
the same Maxwell's equations for propagation and coupling, 
a single hardening philosophy started to take shape, namely 
the use of zonal shielding in addition to penetration 
protection. Although simple, this concept has become 
costly and inefficient because the procedures of hardening 
against each threat were developed independently and 
resulted into standards and survivability steps particular to 
each threat. 

In recent years, there has been an interest in methods for 
unifying electromagnetic standards and hardening 
procedures to simplify electromagnetic design and testing 

[I]. Benefits would include reductions in costs and time to 
design, implement and test the required hardening as the 
result of fewer standards and handbooks and by the 
avoidance of test redundancies. 

3. A UNIFIED APPROACH TO ELECTROMAGNETIC PROTECTION 

Conceptually, this approach consists of simply combining 
the various electromagnetic threats together, propagating 
them along paths representing the various forms of coupling 
or filtering, and then comparing the residual levels with the 
susceptibility thresholds of the individual sensitive 
components. This approach is particularly well suited to be 
used along with the concept of electromagnetic topological 
decomposition [I]. Topological decomposition subdivides 
a problem into a set of volumes (or localized areas) through 
which the electromagnetic energy propagates and surfaces 
through which it penetrates [2] [3]. Although simple in 
concept, some of the characteristics of the individual threats 
and coupling functions, as well as the device failure 
mechanisms have an important impact on our evaluation of 
whether a system will survive or not. For this reason, it is 
necessary to discuss the following aspects separately : the 
electromagnetic environment (EME), the coupling 
mechanisms, the device failure modes and the simulation 
of the threats. 

The environment is defined by overlaying all the electro- 
magnetic threats across all frequency bands. But, as 
discussed in detail below, it is necessary to subdivide them 
into two categories: wideband and narrowband emissions. 
It is also often the case that a given threat may be specified 
with some parameters that may vary within some limits. 
For instance, a narrowband emission may be defined by 
specifying a range for its carrier frequency or a wideband 
impulse by a range for its rise time and duration. To be 
really useful, a design method should allow for such a type 
of specification. 

The coupling mechanisms of the EME may take many 
forms, such as coupling through intentional receptors 
(antennas), currents induced in cables, coupling through 
shielding barriers and apertures, etc. They can usually be 
approximated by simple transfer functions. As with the 
EME, they need to be classified as either wideband or 
narrowband. They may also be specified with some varying 
parameters (within specified limits). 
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The propagated electromagnetic signals reaching sensitive 
components may upset or permanently damage them. In 
order to properly estimate the system susceptibility, it is 
important to understand how this energy interacts with 
electronic components to cause failure. 

Once a system is designed and built, it is necessary to 
verify its hardness but this process is often costly. 
Therefore, combining some of the EME to reduce the 
number of tests is attractive. However, this may also result 
in over-testing the system which may make it impractical in 
most cases. 

A new method for predicting the response of a system to an 
electromagnetic threat is presented below. This discussion 
concentrates on the theoretical background of this method, 
identifying its limits, and suggests an alternate method for 
describing, combining and propagating electromagnetic 
signals. It aims at the following goals: 

To keep the error below design margins (typically 10 to 
30 dB) - Errors introduced by the approximations are 
generally less than 10 dB. 

To allow narrowband signals or transfer functions to be 
specified across a frequency range. 

To readily obtain time-domain parameters such as 
peak value, rise time, duration, energy, etc., from the 
frequency domain. 

. To allow comparison against failure thresholds in 
various forms (level-sensitive, power-duration 
dependency, etc.). 

. To allow the computation of optimal shielding based on 
failure thresholds. 

4. FAILURE MODES IN ELECTRONIC SYSTEMS 

It is important to understand how the electromagnetic 
energy is causing equipment damage and upset. Electro- 
magnetic signals can be described in terms of several 
physically significant parameters which may include the total 
energy of the signal, its peak value, its duration or its 
maximum rate of change. The physical mechanism causing 
failure usually depends primarily on one or two of these 
parameters. Also, for a given device, the failure mechanism 
may be different depending on whether upset or damage is 
considered. The discussion below shows two possible 
definitions of the threshold curves, one based on a level 
sensitivity and the other on a power-duration (energy) 
relationship. 

The upset threshold is defined as the minimum signal that 
will cause a system malfunction, but for which no 
permanent damage or degradation occurs. Upset 
thresholds are typically level-sensitive, that is an upset will 
occur anytime a signal exceeds the threshold, given in volts 
or amps. This threshold may be frequency-dependant, 

hence dependant on the transient duration. Most, if not all, 
of the EMC design methodologies described in various 
textbooks are based on level thresholds [4] [5]. 

The damage threshold is defined as the minimum signal 
that will cause permanent damage or degradation. This is 
often the result of an elevated temperature causing 
meltdown due to the energy deposited by the pulse. For 
instance, many authors [6]-[8] have related the power a 
semiconductor may safely absorb to the pulse duration. For 
short pulses, the energy is deposited adiabatically and 
failure is determined solely by the total energy content of 
the pulse. For longer pulses, some of the heat dissipates 
to the surrounding medium resulting in more power being 
tolerated before breakdown. For even longer pulses, a 
steady-state regime is established and the failure level 
becomes related to peak power instead of total energy. A 
good model based on the thermodynamics of semi- 
conductor junction meltdown was developed by Wunsch 
and Bell [6]: 

which relates device failure with the power (Pi) and duration 
(T) of the applied signal. This type of interaction is not 
usually taken into account by the classical EMC 
methodologies. 

5. DEFINITION OF ELECTROMAGNETIC QUANTITIES 

Most electromagnetic analysis are performed in frequency 
domain. Furthermore, the phase information is usually not 
known or difficult to obtain, therefore only the magnitude of 
the Fourier transform is used. The magnitude is in "/Hz" 
units and a relation can be found between this function and 
some time-domain parameters, such as peak value, rise 
time and duration. For instance, the peak of the magnitude 
function is not by itself an indication of the peak in time 
domain, but if multiplied by the bandwidth of the signal, a 
good approximation may be obtained. The rule-of-thumb 
that the response of a system is proportional to its 
bandwidth is well accepted, but may yield to erroneous 
results, especially when the distinction between wideband 
and narrowband signals is lost. 

White in [5] for instance combines all electromagnetic 
ambient threats by merging all wideband sources (in 
V/m/Hz), converted into their equivalent field strength (in 
Vim), and all narrowband sources, already described by 
their field strength. Conversion to field strength is done by 
using a bandwidth adjustment factor applied to every 
frequency band. This in fact is equivalent to multiplying the 
spectrum by d2.  While this approach is apparently widely 
used, no theoretical proof is given to support it and no 
guidelines are suggested with respect to its domain of 
validity. Our work shows that White's approach may give 



results which are wrong by several orders of magnitude in 
the cases of narrowband interactions. 

One of the reason why this generally used method fails for 
narrowband interactions is that the bandwidth information of 
the signals is not kept. To overcome this problem, a 
distinction needs to be made between wideband and 
narrowband electromagnetic quantities (signals or 
interactions), where narrowband is defined as a quantity 
demonstrating some resonant features. Wideband 
quantities are described by a function corresponding to the 
magnitude of their spectrum, denoted by H(f). In the 
method proposed, narrowband quantitits are described by 
two discrete values, denoted by H(fr) and BWH(fr), 
corresponding to the peak magnitude and bandwidth at the 
center frequency. Note that the magnitude H(fr) represents 
the peak amplitude in time domain for signals or the 
maximumcoupling (at the centerfrequency) for interactions. 
By extension, the magnitude and ban;width may be 
described by a function, still denoted by H(fJ and BWH(fr), 
which shows the valid range where such an electromagnetic 
quantity may occur. Alternatively, the bandwidth may be 
derived, if not specified, from other parameters such as the 
resonance factor (Q), damping coefficient (z) or duration 
(T), which are related to one another as: 

The last expression is not very accurate (f 10 dB error) and 
should be avoided to obtain the bandwidth. Wideband and 
narrowband signals may be combined separately to form 
two distinct composite signals, which may be further 
propagated or compared against the predefined failure 
thresholds. From theoretical and numerical analysis, we 
can summarize how a signal E(f) ?r g(fJ is propagated 
through a transfer function H(f) or H(fr) with the following 
interaction matrix: 

Wideband signal / wideband interaction: 
R(f) = E(f).H(f) 

Wideband signal / narrowband interaction: 

fi(f,) = ~(f,)d(f,).2n BW, 

Narrowband signal / wideband interaction: 

Nf,) = Qf,).H(f,) 

Narrowband signal / narrowband interaction: 

where R represeFts the response. R(f) denotes a wideband 
response while R(fr) and BW,(f,) represent the magnitude 
and bandwidth of a narrowband response. This matrix 
shows why the standard definition of composite threat as 
given by White [5] fails when subjected to narrowband 
interactiots. In thpse cases, the response does not depend 
on the E N  or E.H product alone, but also depends on the 
bandwidth. Note also that wideband signals may become 
narrowband as they are propagated. 

5.1 RELATING TIME AND FREQUENCY DOMAINS 

Electromagnetic problems are usually worked out in 
frequency domain but the failure thresholds are generally 
specified in terms of time-domain parameters (such as peak 
value, total energy, etc.). It is therefore of utmost 
importance to relate those parameters with the frequency- 
domain spectrum. 

With our representation of fields, the peak value in time- 
domain of narrowband signals is stored and thus obtained 
directly, and other parameters such as duration or energy 
may be derived easily from the bandwidth. This relation is 
not obvious for wideband signals, but it can be proven that 
for single pulse-type signals, the maximum of the function 
H ( o ) o  is a very good approximation of the peak value of 
signals in time-domain. This can be easily shown 
analytically for simple problems, such as for the double 
exponential, or numerically for more complex problems. For 
any given spectrum, there is an infinite number of 
waveforms whose spectrum will approximately fit it, and that 
may exhibit widely different time-domain characteristics. In 
particular, it is always possible, for a given spectrum, to 
choose between high-intensity short signals and lower- 
intensity longer-duration signals. The estimates obtained 
from the H (o )o  product are reasonably accurate for pulse- 
type signals, ie. signals which concentrate most of their 
energy into a short burst. Furthermore, the H (o )o  product 
identifies the portion of the spectrum that contributes the 
most to the time-domain function. It can be used to identify 
the two cutoff frequencies a and P (the -3 dB points below 
and above the frequency of the maximum) which contribute 
the most to the signal duration and rise time respectively. 
The rise time, pulse width and duration may be estimated 
as tr=2.2/P, L=0.7/a and td=2.3/a respectively. In general, 
better accuracy is obtained if the curve fits underneath a 
trapezoid whose sides are steeper than -0 dB/decade, but 
reasonable estimation may be obtained as long as a top 
portion of the curve can be identified. 

5.2 COMPARING RESPONSE AGAINST FAILURE THRESHOLDS 

As discussed in previous sections, the failure threshold is 
defined by the particular physical mechanism involved. The 
level-sensitive thresholds are the simplest as a failure 
occurs as soon as the signal reaching the component 
exceeds the threshold, although that threshold may be 
frequency-dependant. A simple model of upset threshold 



for various logic families is shown on Figure 1, which clearly 
shows that larger transients are necessary to produce upset 
above the operating speed of a given family. Narrowband 
signals R(f) at the susceptible component are simply 
compared against this threshold for all frequencies while the 
product R(w)u, is used for comparison for wideband 
signals. Note that this method is implicitly used by White 
[4] [5]. Any excess above the threshold curve also 
represents the additional shielding required to properly 
harden the system against the threat. 

As introduced earlier, other models may be better suited to 
define the threshold curve. For instance, the Wunsch and 
Bell model expressed by Equation (1) is more accurate to 
predict permanent damage in semiconductors. It may be 
approximated in terms of voltage or current in the form: 

which is shown on Figure 2 for standard TTL logic family. 
The threshold may also be expressed in terms of 
bandwidth: 

This threshold can be used directly to compare against 
narrowband signals. This threshold may be constant if the 
duration or bandwidth of the signal is constant over its 
frequency range. 

It has been shown that the H(w)o product can be used to 
locate the a cutoff frequency and by using T = 0.7/a, we 
obtain: 

and by using a=27rf, the H(w)o product may now be 
compared against the threshold. The signal will not exceed 
this threshold if its H(w) u, curve lies completely underneath 
the threshold curve. This is illustrated on Figure 3. 

6. THE USE OF COMPOSITE THREAT FOR TESTING 

This section presents some considerations about the 
feasibility of using one or more composite tests to verify the 
electromagnetic hardness of a system. To qualify as a valid 
test, a composite waveform must satisfy some basic 
criteria. Firstly and most importantly, it must guaranty that 
if a system survives the composite test, it will then survive 
any of the constituent threats. A composite test is always 
a form of overtest and thus, there is no guaranty that a 
system will survive the composite test even though it 
survives all the individual threats. Therefore the second 

criterion is that it should not grossly overtest the system. 
Finally, the composite waveform should be realizable. 

To properly verify the hardness of a system or subsystem, 
it is necessary to consider it as a 'black box'; that is to 
assume nothing about how the signal propagates to reach 
the sensitive components and how it interacts with the 
components to cause failure. Designing a test (ie. a 
composite test waveform) based on some assumptions 
made about a particular type of interaction or failure mode 
will result in a test that may fail to detect some electro- 
magnetic incompatibilities if some of the assumptions are 
wrong. 

6.1 COMPOSITE WAVEFORMS BASED ON ADDITION OF 
SPECTRAL COMPONENTS 

Adding all individual threats together (Ze(t)) would 
unquestionably result in a composite test that would 
adequately test the system. Unfortunately, the exact 
definition of some threats is not always known, but rather 
defined by some parameters which vary within some limits. 
Using the superposition property of the transform, 
Ce(t) *EE(f), the problem can be solved in frequency 
domain instead. The various threats are not synchronous, 
therefore taking the maximum of all spectra (or the 
envelope of the possible spectra if a threat has some 
varying parameters) instead of adding them defines the 
spectrum of the composite test. A composite test waveform 
could then be defined in the time domain. It would seem 
that any waveform whose spectrum meets or exceeds this 
composite spectrum would be adequate, but as it will be 
shown in the example below, some aspects of the system 
such as particular failure modes may dictate the choice of 
the composite test waveform. Another problem with this 
method is that the magnitude of the spectrum is 
proportional to the duration of a signal (as stated by the 
timelfrequency scaling property of the Fourier transform), 
yielding to a composite test of very high amplitude. One 
possible solution is to limit the pulse length to the thermal 
time constant of the system components. 

A simple example will be used through this section to 
illustrate the discussion. It is an attempt to design a 
composite test waveform for testing a system according to 
the CS116 specification of MIL-STD-461C [9]. CS116 
specifies a series of damped sinusoid waveforms to be 
injected at every point of entry. The normalized waveform 
(peak current IF1), shown on Figure 4 (top), is defined as: 

for frequencies from 10 kHz to 100 MHz with a peak 
amplitude which is frequency-dependant as shown on the 
bottom. I,, is 10 A for Army and Navy procurement and 
5 A for Air Force procurement. The corresponding 
spectrum (for IMel) at some frequencies covering the 
whole possible range is shown on Figure 5, along with the 



spectrum of two different composite tests considered. The 
first is a double exponential, defined as: 

which corresponds in this example to a pulse of 22 A peak 
amplitude and 0.3 p duration. The second composite is a 
frequency-modulated dual sweep (first sweep at constant 
amplitude up to 1.4 MHz followed by a second sweep, 
decaying as l l t ,  up to 100 MHz), in the form: 

which corresponds to a signal of much longer duration 
(150 p )  and lower peak amplitude (1.2 A). 

It is clear from this example that a given spectrum may 
translate into waveforms having very different 
characteristics, although they have the same energy. The 
energy (normalized in 1 R) of a real signal e(t) is related to 
the magnitude of its spectrum by: 

from which we may deduce that the energy of the 
composite test is necessarily larger than any of its 
constituents. The energy of the two composite tests here 
is about 40 pJ, which far exceeds the energy of any of the 
individual CS116 tests (0.5 nJ to 0.7 pJ depending upon the 
frequency). It is clear that the composite test constitutes a 
severe overtest of the system. It is conceivable in this case 

to build such a source (220 A peak amplitude and 0.3 p 
duration for the maximum CS116 specification), but in many 
cases, it becomes completely unrealistic. For instance, the 
generator to test for all HPM threats of 1 kV/m and 1 p 
duration in the 1-10 GHz band would need to produce a 
field of 30 MVIm in 10 ps! 

If the total energy was the only physical parameter of 
concern for failure, then we could generalize that any 
waveform whose spectrum matches the composite would 
adequately test for all threats at once. Unfortunately, we 
have seen that failure is often related to other parameters 
such as peak value and duration. Many waveforms with 
identical spectrum, thus of comparable energy, will have 
widely different time-domain characteristics as illustrated by 
our example above. 

Table 1 below summarizes the response of systems of 
various frequency bands (both wideband and narrowband) 
to the CS116 waveform (at the maximum resonance) and 
to the two composite tests. It is clear that the dual FM 
sweep is not a valid test waveform as it results in smaller 
responses under some conditions. The system may be 
underexcited by a factor of as much as Q, the resonance of 
the interaction. Therefore, failure modes based on a level- 
sensitive threshold will not be tested appropriately. Also, 
the responses to this composite are of much longer 
duration, therefore, failure modes based on power-duration 
thresholds may not be tested appropriately either. In 
general, an impulse waveform such as the double 
exponential tends to concentrate all the energy into a short 
burst of higher amplitude and shorter duration. Both the 
level-sensitive and power-duration thresholds failure modes 
will be tested correctly, but at the expense of overtesting 
the system and difficulty of design of a suitable source. 

r Interaction I Peak response to test waveform (A) I 

Table 1. Peak response of various systems to CS116 standard test and two composite test waveforms. 

fc 

(Hz) 

wideband 

1 M 

1M 

1 M 

20M 

20M 

20M 

Bandwidth 
(Hz) 

4M 

1 M 

1 OOk 

10k 

20M 

2M 

200k 

CS116 

1.01 

0.91 

0.38 

.049 

0.90 

0.49 

0.12 

Double exponential 

19.78 

6.85 

1.25 

0.14 

10.69 

1.84 

.22 

Dual FM sweep 

1.22 

1.03 

0.87 

0.21 

.096 

.081 

0.066 



The general conclusion reached from this discussion is that 
it is not sufficient for a composite pulse to have the same 
spectral amplitude as the sum (or worst case) of all the 
threats, but also that some of the time-domain parameters 
be respected. In particular, it is important that the pulse 
duration is consistent with the real threats as failures based 
on a powerlduration relationship are very common. An 
extreme and obvious example is a train of N pulses whose 
spectrum is comparable to the spectrum of a single pulse 
of N times the amplitude. 

6.2 COMPOSITE WAVEFORMS BASED ON PEAK AMPLITUDE 

An alternative method for designing a composite test was 
described by Podgorski ([lo] [ I  11) who suggested to 
combining narrowband fields (given in peak time-domain 
units) with the H ( o ) o  product of wideband fields in a 
fashion similar to the procedure used by White [5] for 
design and analysis. The result is then considered as a 
H(o).o product, whose maximum gives the peak value of 
the composite, and the -3 dB cutoff frequencies give the 
duration and rise time. What this method fails to take into 
consideration are the effects of the resonant nature of the 
threats andlor interactions. In our example, it results in a 
composite pulse of similar shape and duration (0.3 p) but 
with an amplitude 13 times smaller (1.7 A instead of 22 A). 
Although this reduces considerably the overtest, it results in 
an undertest in high-resonance situations. That should also 
be obvious when considering the energy of this composite 
(0.23 1J  in this example) which is less that some of the 
constituent threats (up to 0.7 pJ). Another example (HPM 
threats in the 1-10 GHz band) revealed undertest situations 
by 2-3 orders of magnitude. 

To properly design and verify the electromagnetic hardness 
of an electronic system, it is important to understand the 
failure mechanism of its electronic components. The two 
most common failure threshold models were described: one 
based on level sensitivity and the other based on a 
powerlduration (or levelfduration) relation. The conventional 
methods for EMCIEMI design already use some of the 
concepts of composite tests implicitly. It is not always 
understood that these methods are limited to problems 
involving level-sensitive failure thresholds only and for which 
no resonant interactions are present. 

A new method for EMCIEMI design and analysis was 
presented. All threats and interactions along a given path 
may be combined, but a distinction between wideband and 
narrowband signals and interactions is always preserved. 
It also allows the definition of narrowband threats or 
interactions over frequency bands. A simple interaction 
matrix was presented to model the propagation of electro- 
magnetic signals under various conditions. Simple 
algorithms for obtaining important time-domain parameters, 

such as peak value, rise time and duration, were given. 
Most importantly, these resuhs may be compared against 
failure threshold curves (level-sensitive or powerlduration) 
to either calculate a failure index or obtain the optimal 
additional shielding required to harden the system. 

This method may be a very valuable design tool for 
hardening against multiple threats. However, extreme 
caution should be used when transposing these results to 
obtain a composite test waveform for testing. First, a 
composite test should guaranty that a system will survive 
any of the threats if it survives the composite test. This 
implies that the composite test should never undertest the 
system under any of the normal conditions. It was shown 
that, based on the energy content, the composite test 
waveform is a considerable overtest of the system, which 
would increase the cost of a system if it had a requirement 
to meet this test. That would be contrary to the prime 
objective of the whole concept, which is to reduce overall 
hardening costs, and would not be acceptable by the 
manufacturer. It was shown that the design of a composite 
test based on the magnitude of the spectrum alone is not 
sufficient. Waveforms of same spectrum may have widely 
different time-domain characteristics, particularly peak value 
and duration. It may result in a composite test which 
severely overtests the system under most conditions but 
may still undertest it under some specific interaction. It was 
found however that impulse signals such as the double 
exponential may provide an adequate test, but can be a 
considerable overtest. In addition, although it is 
theoretically possible to define a composite test for any 
problem, in most cases, this proves to be impossible to 
realize in practice. It may require fields or currents 10 to 
1000 times larger than normally required, usually of 
extremely short duration. 

It is concluded that the scope for developing a single 
electromagnetic simulator for evaluating the hardness of 
systems against all wideband and narrowband threats is 
extremely limited. The reason for this is that system upset 
and damage involve complex physical processes and that 
no single physical parameter, such as total energy or peak 
value, is sufficient to determine if failure will occur. To 
ensure that a system is tested properly, it is not only 
sufficient that the composite pulse has the same spectral 
amplitude as the sum of all the threats, but also that some 
of the time-domain parameters be respected, particularly 
peak value and duration. 
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Summary 

It is shown that ionization occurs wherever the field 
i~itcnsity of the pulse exceeds the local breakdown 
thrcshold.field of the background air. The produced 
plasma then attenuates the pulse and gives rise to a tail 
crosion phenomenon that plays the primary role in 
limiting the energy transfer of the pulse from source to 
dcslination. 

A theoretical model describing the propagation of 
an intense microwave pulse in an air breakdown 
environment is developed and including the possible 
focusing effect introduced by either using phase array 
antennas or the other arrangements. The self-consistent 
description of the propagation process is provided by a 
set of two modal equations. These include a continuity 
cquation (Poynting's equation) for the energy density of 
[he pulse, and a rate equation of the electron density. A 
forward wave approximation is used to simpllfy 
Poynting's equation, and a semiempirical formula is 

uscd for the ionization frequency, vi. This frequency 
provides the coupling between the two modal equations, 
and is used to express the electron rate equation 
csplicitly. In terms of the relevant parameters of the 
atmosphere, these two equations are normalized for 
numerical analysis of pulse propagation in the 
atmosphere. The dependencies of the propagation 
characteristics of the pulse on intensity, frequency, 
width, and shape of the pulse are determined. The 
numerical simulations lead to an useful empirical 
rclation p3w=a=constant, where p and w are the 
incident power and width of the pulse and a depends on 
the percentage of pulse energy transferred from the 
source point to a destined position. The density 
distribution of the pulse's self-generated plasma is also 
evaluated. 

The results also show that for ionization caused by 
ii single unfocused microwave pulse transmitted 
upwards from the ground, the maximum electron 
dcnsity produced at, for example, 50 km altitude is 
limited by the tail erosion effect to below lo6 cm". 
Rcpctitive pulse and focused beam approaches are also 
csamined. Both approaches can increase the maximum 

electron density by no more than an order of magnitude. 
A scheme using two obliquely propagating pulses 
intersecting at the destined height, e.g. 50 km, is 
considered. It is shown that the electron density 
generated at the lowest intersecting position can easily 
reach a value of 6.6 x 10' cm", which is considered to 
be high enough for artificial ionospheric mirror (AIM) 
application. 

I. Introduction 
Using an artificial ionospheric mirror (AIM) as a 

reflector of radio signals for over-the-horizon (OTH) 
communications or radar purposes["21 has several 
advantages over the conventional approach using the 
ionosphere as a reflector. 1. it can be produced at a 
much lower altitude and yet cover a desirable range 
with tilted setup, 2. it is able to reflect radio signals of 
much higher frequency and, 3. its stability and location 
are controllable. The study of the AIM involves the use 
of intense ground-transmitted microwave pulses for 
creating localized patches of ionization (AIM) in the 
stratospheric1 mesospheric altitude range. Thus, these 
intense microwave pulses have to propagate through the 
atmosphere, and a variety of physical processes can 
result. The most significant of these is the ionization 
process. This occurs when the existing free electrons 
gain an energy of greater than 12 eV. Moreover, when 
free electrons are created at a rate faster than their loss 
rate due to attachment, recombination and diffusion, 
their density is quickly built up through the process of 
cascade breakdown in the background gas. These 
electrons then absorb andlor reflect the energy of the 
microwave pulses and lead to serious attenuation of 
pulse energy (so called "tail e r o s i ~ n " ) [ ~ - ~ ~ .  Thus, the 
pulse energy delivered to the destination can be reduced 
considerably. The result can be a pulse incapable of 
producing adequate ionization at the desired altitude for 
AIM applications. Therefore, a thorough study of 
microwave pulse propagation through the atmosphere is 
needed to obtain a better understanding of this 
phenomenon. 

In general, the study concerns two fundamental 
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issucs. One investigates the propagation characteristics 
of the pulse in the self-generated space-time dependent 
plasma. The second one seeks determination of the 
optimum pulse parameters for maximum pulse energy 
transfer through the background gas. Apparently, these 
two concerns are interrelated and must be considered 
together. It suggests that a wide range of pulse 
parameters including intensity, frequency, width, and 
shape, etc. would have to be examined. 

In our previous workLg1, a theoretical model 
describing the propagation of an intense microwave 
pulse in the air was developed. That model was used to 
perform numerical simulations of our pulse propagation 
experiments in a chamber. The excellent agreement 
between the numerical and experimental results 
\,ahdated the theoretical model. A transformation to the 
local time frame of reference was also introduced to 
convert the modal equations from a partial differential 
equation (PDE) form into an ordinary differential 
cquation (ODE) form. Thus, the new set of equations 
could be solved directly by the available subroutine of 
an ODE solver and the computation time was reduced 
considerably. In the present work, this model is further 
improved by properly including the ionization loss and 
extended to include the focusing effect. It is then 
employed to perform a parametrized study of pulse 
propagation in the atmosphere. 

Presented in section I1 is a brief review of the 
thcoretical model and the set of governing equations for 
[he intense microwave pulse propagation in the air. 
The results of numerical simulations are presented in 
section 111. Concluding remarks and a discussion of 
potcntial applications of the work are given in section 
1 v. 

11. Modal Eauations describing Pulse Propagation 
The propagation of an intense electromagnetic 

pulse is considered. The plasma along the trail of the 
pulse is generated by the pulse itself and causes the 
erosion of the pulse. The pulse-generated plasma is 
described by the electron density rate equation 

and Lhe electron momentum equation 

11,hcre vi, v,, y, and v are the ionization frequency, 
attachment frequency, recombination coefficient, and 
clcctron-neutral collision frequency respectively; 
q=(2~,/3~e)1n is a measure of the effective momentum 
loss of the plasma fluid in each ionization process, and 

ci is the ionization energy. 
With the aid of (l), (2) is reduced to 

The wave equation derived from the Maxwell's 
equations is given by 

where the relation 5 = -enT has been used, 

v, = VV,+ v,+yn+ v, and ope =(4meZ/me)"Z is the 

electron plasma frequency. 
Equations (I), (3), and (4) give a self-consistent 

description of pulse propagation in an ionizing 
background. They are coupled through the ionization 
frequency vi, which is modeled to ber''' 

where E = I A I A, 1 is the wave field normalized to the 
breakdown (ionization) threshold field, Ath The 

expression E (z, t )  = A ( z, t)  e-'"'.'' + c. c.  for the wave 
field is assumed with C.C. representing the complex 

conjugate; A, = 18 p (1 + w2 1 \3 )'I2 Vlcm for a cw 
wave, in which p is the background pressure measured 
in torr and w is the frequency of the wave. 

If the pulse is not too short, i.e. it contains many 
oscillations, slow time and spatial va~ying envelope 
approximations can be used to analyze (3) and (4). It is 

done by first setting v(z ,  t )  = V(z, t)e"m(z.L) +c.c. and 

E(z,  t )  =[A1(z, t ) / ( l - z / ~ ) ] e ~ ~ ~ ( ~ ~ ~ )  f C.C. for real A' 

and $, where A' / ( l -  z / L) = A,  L is the focus length of 
the pulse, and L + oo for an unfocused pulse beam; 
V(z,t) is, in general, a complex function; the variation 

of the amplitude functions A' (z,t) and I V( z, t )I in 
space and time is much slower than that of the phase 
function $(z,t). These expressions for v(z,t) and E(z,t) 
are then substituted into (3) and (4). Using the facts 

that Id ln~ ' lAl ( ( ld@lAl ,  Id ln~ ' l&l ( ( ld@l&l ,  and 

1 An V /  &/((I d@l &I, and employing the fonvard- 

scattering approximation which leads to the definition 

of local frequency w = 341 a, and local wave number 

k = -841 a, (3) and (4) are simplified considerably. 



Tticn (3) is solved to yield V(z, t )  = -ieA(z, t)  

/m,(w+iv2),where v 2 = ( q + 1 ) y + v .  Thisresultis 
used to reduce (4) into a Poynting's equation 

\\~hcre P=A~/~?c is the energy density of the pulse, 

\,p = dw 1 6k is the group velocity, and 

l j =  v,o,,~ / ( w2 + vz2 ) . 
The other equation deduced from (4) is the real part 

of the local dispersion relation of the pulse given by 

rrom which the local group velocity of the pulse can be 
dclcrmined. 

In the following analysis, (1) and (6) are the set of 
lnodal equations giving a self-consistent description of 
rl~e pulse propagation in a self-generated plasma. Their 
coupling is through the ionization frequency given by 
cquation ( 9 ,  which is rewritten as 

Ecr = 2A, = 36.84p(l+ w2 1 3)1'2 Vlcm is the 
brcakdown threshold field of the background air of 
pressure p. 

In the practical application of pulse propagation 
over a long distance, the required computation time 
bccomes an important issue. The large computation 
time in solving the set of coupled equations (1) and (6) 
is apparently caused by the simultaneous appearance of 
spatial and temporal derivatives in (6). Hence, a 
transformation to the local time frame of reference is 
introduced to separate the spatial and temporal 
derivatives from the same equation["]. In doing so, 
conlputation time for the same propagation distance can 
be reduced tremendously. 

The frame transformation is defined to berg1 

and 

I\ hcre t' is the local time of the pulse and 
Vg(t',z')=Vg(t,z). 

Thus (6) and (1) become 

and 

d 
- 62' N = vaAN (VgoPlo 1 VgP1 ) (1  - z' / L)-' exp 

where P1( t1 ,z ' )=P( t ,z) ,  N ( t ' , z l )  = n( t ,z) ,  

v g 0 = v g ( t ' , z 1 = o ) ,  P, ,=P,(t ' ,  z0=O),  =Pl/P,, and 

In the above equations, v, vi, va, Po, and nc are all 
altitude dependent, and their functional forms are 
determined as follows. Assuming that the air pressure 
at 50 km height is 1 torr, and the pressure decays 
exponentially with the altitude z'. The pressure is given 
by p ( z l )  = 760e-l.346x10~3z' ton, where z' is measured in 

meters, and v= v0e~1.346x10~3z' , where vo = v(zl= 0).  In 
terms of the ground level dc breakdown threshold power 

PC, = P, (z'= 0, w = 0) , then P, (2') =PC, ( v +  
e-2.692x10-3 Z' ), where T,I = w2 / voz . Similarly, 

(zl) = ( + e-2.692"10.3" 
C co  ) , where n,, = me v: / 4 ne2 

At 1 torr pressure, v, = v, = 1.457 x 10' sec-I and 

v = v, = 6 x 1 O9 sec-' for 1 eV electron temperature. 
Including the effect of electron heating by the 
microwave pulse and assuming that the unperturbed 
background temperature is about 0.03 eV, a modal 

function for v is given by v =  vcp[E1/2 +O. 0 3 ] ~ / ~ ,  where 
- 
PI =PI /P, = (PI /P,,)(T,I+~' 2.692~10. '~ '  )-I. We now 
introduce the dimensionless variables and functions as 

follows: ( vc V,)I/~ t '-+ t , ( vc vz)112 z ' /c  -+ 2, 

( V ~ V , ) ~ ' ~ L / C - + L ,  i i = N / n c  = (N/nco)h(z)-+n,  

where h(z) = (17 +e~2.692x10~3r)-1, c -+ Pl, 

( l -n )1 '2P10( l - z /~ )2 ,  PIO = Q / ( l - n ) 1 1 2 ( l - ~ / L ) 2 ,  

and PI = Ploh(z) = [Q/(l-n)112(1-z/L)2]h(z).  In 
terms of these dimensionless variables and functions, 

and the numerical values ( vc / v, )'I2 = 203 and 



( v, vx )'I2 = 2.957 x 10" sec-I , equations (9)-(11) become 

and 

A = 3.83 x lo2 {(P10h)314 +3. 94(P10h)'14} exp 

[-7.546/(Ploh)11Z] - 1 (14) 

,,.here g( z) = e-l.346x10.3z ,f (x)  = g(x){[P,o ( x ) h ( ~ ) l " ~  + 

0.03}"~[n(x)/ J-1, and Qo = Q(t ,z=O).  
Equations (12) and (13) describe vertical 

propagation of microwave pulse through the atmosphere 
either from ground to space or from space to ground. If 
the pulse propagates obliquely with an angle 8 with 
respect to the vertical axis, (12) and (13) must be 
corrected by replacing Vg with Vgcos8, i.e., replacing 

f i  by G c o s  B in these two equations. In terms 
of z and t, the real distance x and time z are given by 
s=lO.lz (m) and z=33.82t (nsec). 

111. Numerical Results 
The dependencies of the propagation characteristics 

of a high power unfocused microwave pulse (i.e. 
L + co) on its power, width and carrier frequency are 
first investigated by integrating the modal equations 
numerically. When the pulse power exceeds the 
brcakdown threshold, plasma is generated and causes 
erosion of the tail part of pulse. This tail erosion 
phenomenon is demonstrated in Fig. l(a), in which the 
shapes of an initially rectangular pulse propagating 
upwards from ground to four different altitude locations 
(46.04, 50.75, 52.78 and 56.84 km) are presented. At 
46.04 km height, the breakdown threshold is slightly 
exceeded, but the pulse is almost unperturbed. At other 
three higher locations, more significant breakdown 
occurs and causes tail erosion as shown. The 
corrcsponding electron densities at the four locations 
are presented in Fig. l(b). It shows that the electron 
dcnsity at 46.04 km grows slowly to a very low 
saturation value. However, at a higher altitude, e.g. 
50.75 km, stronger breakdown leads to a faster build-up 
of elcctron density to a much higher saturation level of 
about 8 x 10' ~ m - ~ .  It is the tail erosion that keeps the 

6 
T l m e  (0.0)  

Fig. l(a) Tail erosion of pulse. 
[Frequency: lGHz, Width: 5.4psec, 
Altitude: case 1 (46.04km), case 2 (50.75 
krn), case 3 (52.78km), case 4 (56.84km)l 

T l m o  t o e 0 1  

Fig. l(b) Electron density vs time. 
Frequency: lGHz, Width: 5.4psec, 
Normalized Power: 9 x lo4, Altitude: 
case1 (46.04km), case2 (50.75 km), case3 
(52.78km), case4 (56.84km)l 

electron density from growing. A further increase of 
the altitude, e.g., at 52.78 and 56.84 km, the breakdown 
threshold is though reduced, but the pulse power 
(width) is reduced even faster by the tail erosion 
process. Thus the electron densities at those two 
locations grow more quickly, but saturate at lower 
levels. The distribution of the maximum (in time) 
electron density along the trail of the pulse is presented 
in Fig.l(c). It shows that a significant ionization occurs 
only in a very small spatial region attributed to tail 
erosion effect. These results suggest that the 
propagation characteristics of a high power microwave 
pulse be closely related to the electron density along its 
propagation path. Presented in Fig.2(a) are the electron 



Al t Ltude (m) 
Fig.2(a) The spatial distribution of the maximum 

(in time) electron density generated by a pulse 
for four cases of different incident power level. 

1 [Frequency: lGHz, Width: 5.4psec, 

Normalized Power: case 1 (7 x lo"), case 2 
(9 x lo6), case 3 (5 x case 4 (1 x 

density distributions along the trail of the pulses at 
four different incident power levels: 7 x lo", 9 x lo", 
5 x lo-' and of the ground level breakdown 
threshold power. As shown, an increase of pulse power 

I causes the region of cascade breakdown to move 
downward, and the electron density to grow to a higher 

I 
saturation level. The pulse is eroded earlier and more 
severely with increasing power. The power levels of the 
four pulses in Fig.2(a) at their maximum electron 
density locations are evaluated respectively to be 2.608, 
2.504,2.286 and 1.553 of the corresponding local 
breakdown threshold power. One possible way to 
prevent tail erosion to a high power pulse is to increase 

I 

the carrier frequency and the pulse length of the pulse 
together. The classical breakdown threshold curves for 
optimized pulse lengths indicate that the breakdown 
threshold field increases with the carrier frequency o as 

the form of (1+ wZ / g)"2 and has a minimum at w=v. 
The appearance of this minimum is due to the effect of 
short pulse length (i.e. Paschen effect). If the pulse is 
long enough, the breakdown threshold curves tend to 
become flat at higher altitude and the minimum 
disappears. Using a long pulse width of 5.4 psec and 
fixing the incident power level of 9 x 10" of the 
breakdown threshold power, but increasing the carrier 
frequency of the pulse from 0.5 GHz to 1.5 GHz, as 
demonstrated in Fig.2(b) the breakdown location of the 
pulse moves upwards (instead of downwards) and 

Al  t Ltuds (m) 
Fig. l(c) Distribution of the maximum (in time) 

electron density along the trail of the pulse. 
[Frequency: lGHz, Width: 5.4psec Normalized 
Power: 9 x lo6] 

Al t Ltudo (m) 
Fig.2@) The maximum (in time) electron density 

distribution for four cases of different carrier 
frequencies. [Normalized Power: 9 x lo6, 
Width: 5.4psec, Frequency: case 1 (OSGHz), 
case 2 (lGHz), case 3 (1.3GHz), case 4 
(1.5GHz)l 

ionization decreases. However, this approach may not 
be feasible because the required frequency increase is 
proportional to the field intensity of the pulse. 

The dependence of the ionization characteristics on 
pulse width is also examined. The results are presented 
in Fig.2(c), which demonstrates that the location of 
cascade breakdown is not sensitive to the pulse width. 
In other words, the Paschen effect disappears as the 
pulse width is wide enough. However, the longer the 
pulse is the higher the saturation level of the electron 
density and the thicker the ionization layer are. The 
numerical results also indicate that the shape of the 
pulse is not an important factor in determining the 
electron density distribution and the location of cascade 
breakdown. This is because a change of the shape of 
the pulse has the same effect as changing the pulse 
width. An empirical relationship between the pulse 



of the pulse. Thus, without further treatment of the 
pulse, such as introducing a focusing phase, the 
maximum electron density produced by a single pulse at 
the altitude of interest (e.g. 50 km) is found to be 
limited to about lo6 

Thus, three different approaches are examined to 
determine if the ionization at the desired location can be 
improved. One uses a repetitive pulse approach, and 
the second uses a focused pulse beam approach. Using 
periodic pulses with 5.4 psec pulse width and a 50% 
duty cycle, the induced electron density distribution is 
presented in Fig.4, where only the electron densities 

Fig.2(c) The maximum (in time) electron 
density distribution for four different pulse 
widths. [Frequency: lGHz, Normalized 
Power: 9 x lo6, Pulse Width: case 1 (1.68 
psec), case 2 (2.16psec), case 3 (5.4psec), 
case 4 (54.1 psec)] 

width and the pulse power for a fixed percentage of 
cncrgy transfer from ground to a destined altitude is 
dctcrmined. As shown in Fig.3, three constant power 
percentages of pulse energy (60%, 68% and 90%) 

Fig.. 3. Power transfer from ground to 50 km 
altitude relationship between pulse width 
and pulse power leading to a constant 
percentage pulse. [case 1 (90% power 
transfer), case 2 (68%), case 3 (60%)] 

transmitted to a destined altitude (e.g. 50km) all depend 
approximately on the product of the third power of the 
normalized initial pulse power p3 and pulse width w, 
i.e. p3w=constant Kthe  percentage of pulse energy 
transferred from the source to a destined location. This 
shows that the pulse power is a more sensitive quantity 
than the pulse width in determining the energy transfer 

A l  t L t u d e  ( m l  
Fig.4 Electron density generated by repetitive 

pulses of 50% duty cycle; up to three 
pulses are demonstrated. [Frequency: 
IGHz, Normalized Power: 9 x Pulse I 

Width: 5.4psecI 1 
I 

resulting from the first three pulses are included. This 
is because the electron density distribution remains 
constant after the third pulse. The results indicate that 
repetitive pulses can indeed increase electron density at 
the destined location, but that it still saturates at a 
relatively low value due to the tail erosion effect. If the 
focusing effect is limited to a power amplification factor 
of 10 at 50 km height (i.e. having L 2 73 km) for 
practical reasons, the result presented in Fig.5 shows 
that the maximum electron density at the desired 
location (about 50 km height) is only increased by less 
than an order of magnitude (comparing case3 of Fig.5 
and Fig.2~). The saturation level is, again limited by 
the tail erosion effect and is not enhanced significantly 
by the increase of the pulse width whose main effect is 
to increase the spatial width of the ionization layer. 
Again, this density level is low for considered 
applications. It is noted that the electron density can be 
increased to the cutoff density level if the focusing effect 
is increased by another two orders of magnitude. 
However, this would be impractical as it requires a very 
large antenna array, and also the ionization region 
becomes too small to be a reflector. We, therefore, 



A l  t t t u d e  ( m )  
F i g 3  Electron density distribution generated 

by focused beams of three different widths. 
[ Frequency: lGHz, Normalized Power: 
9 x lo6, Width: case 1 (1.68psec), case 2 
(2.16psec), case 3 (5.4psec)l 

explore a third a l t e r n a t i ~ Z a ~ ~ h  using two 
intersecting pulse beams . Since the modal 
equations are not valid in the intersecting region of the 
two beams (amplitude and phase variation in space 
become comparable), we only evaluate the intensities of 
the pulses up to the lower boundary of the intersecting 
regions and use the added field amplitude at that 
intersecting point to determine the electron density. 
Shown in Fig.6, as the two pulses 

Fig.6 Electron density distribution generated 
by two pulse beams intersecting at 50km 
height. [Frequency: 1 GHz, Normalized 
Power: 9 x lo6, Pulse Width: 5.4psecI 

intersect at about 50.2 km, the electron density 
increases quickly to about 6.6 x 10' ~ m - ~ .  This density 
level is considered to be high enough for practical 
application. 

IV. Summary and conclusion 
We have investigated numerically the extent to 

which the electron density at a desired altitude location 
can be generated by a high power ground transmitted 
microwave pulse. This is done by varying the power, 
width, shape and carrier frequency of the pulse. The 
results show that once the breakdown threshold field is 
exceeded in the region between the ground and desired 
altitude, electron density starts to build up through 
cascade breakdown in that height region, causing 
attenuation of the pulse energy (tail erosion) and, thus, 
deteriorating the energy transmission to the desired 
altitude. The electron density saturates at a level 
limited by the pulse width and the tail erosion process. 
As the pulse continues to travel upward, the breakdown 
threshold field of the background air decreases, 
however, the pulse energy (width) is reduced more 
significantly by the tail erosion process. Thus, the 
electron density though grows more quickly at the 
higher altitude, it saturates at a lower level. 
Consequently, the maximum electron density produced 
by a single pulse at 50 km altitude, for instance, is 
found b the present study to be limited to a value below Y lo6 cm- . 

A repetitive pulse approach is then considered. 
The result indicates that using a sequence of pulses can 
only slightly increase the electron density at the desired 
location. Again, this limitation is caused by the tail 
erosion process. This leads to the conclusion that air 
breakdown in the region below the desired altitude, 
which causes tail erosion, must be avoided so that 
sufficient pulse energy can be delivered to this region 
for plasma generation. This can be done by the 
following two approaches. One uses a focused beam so 
that only near the desired altitude the field amplitude 
exceeds the local breakdown threshold field. However, 
this approach requires that the beam focusing rate be 
much greater than the decrease rate of the breakdown 
threshold field with the altitude. Thus, it requires a 
very large antenna array that may not be practical. 
Moreover, to keep the area of the ionization layer a 
practical size one has to limit the focusing effect to, for 
instance, a power amplification factor of 10 at the 
destined altitude. In this case, the ionization is found to 
be enhanced only by less than an order of magnitude 
from the unfocused beam case. 

The other scheme uses two beams (pulses) 
intersecting at the desired alt i t~de"~"~].  Each beam has 
a field amplitude below the breakdown threshold of the 
gas at the desired altitude. However, the fields in the 
intersecting region can interfere constructively and 
exceed the breakdown threshold. This approach is most 
effective when the two beams are coherent and have the 
same polarization. In this case, the intersecting wave 
fields form a standing wave pattern in the direction 
perpendicular to the bisecting line of the angle 4 
between the beams. Thus parallel plasma layers 



(instead of a single layer) with a separation 

d = A, 12 sin(412) can be generated, where h, is the 
wavelength of the two beams''']. Using this approach, it 
is shown that the electron density at the desired altitude 
(e.g. 50 km) can be increased to about 6 . 6 ~  10' cm", 
which is considered to be high enough for AIM 
applications. Since a reflector produced by this 
approach is a set of parallel layers, it can effectively 
scatter signals even having their frequencies higher 
than the plasma cutoff frequency as long as the Bra 
scattering condition can be approximately matched ffi 
Other advantages of this approach include that the 
location and the tilted angle of the reflector can be 
controlled easily by adjusting the incident angles of the 
two pulse beams. 
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DISCUSSION 

E. SCHAMILOGLU 

Your model neglects the effects of the geomagnetic field. However, at some point 

along your plasma layer the collision frequency, plasma frequency and electron 

cyclotron frequency can be comparable. Don't you think that cyclotron effects can be 

important ? 

AUTHOR'S REPLY 

Electron cyclotron frequency (= 1 MHz) is too low to have any significant effect on 

pulse propagation (carrier fequency 2 1 GHz) in such a collisional plasma 
(v > 109 sec-1, fp of interest > 108 Hz) generated in the atmosphere. 

U.LAMMERS 

What is the rate of decay of your ionospheric mirror and what is a practically useful 

diameter ? 

AUTHOR'S REPLY 

A few microseconds due to attachment loss. But attachment process also works to store 

electrons in the negative ions (0-2) which has much lower diffusion loss. Thus, the 

subsequent HPM pulses for maintainness of plasma layer can be at lower power level 

since some of the electrons can be provided by the negative ions through detachment 

process. 

The useful diameter of the ionospheric mirror is about 2 hundred meters (depending 

on the radar frequency) for VHF radars for example. 

J. PIGNERET 

Similar electron densities can be produced by an ionizing radiation burst which 

produces black-out and scintillation phenomena on signals transmitted through the 
disturbed medium (spatial time coherence losses of EM energy). Have you adressed the 

problem of the quality of the transmission which can be achievable by reflection on 
such mirror ? (striation development under earth B action). 

AUTHOR'S REPLY 

As shown by the numerical results the produced plasma layer has sharp boundary, 

therefore the quality of the reflector is believed to be high. However the roughness of 

the surface could be an important issue which is not addressed in the present work. 



A Review of Nonlinear Electromagnetic Propagation Effects 

Joe LoVetri Marek S. Wartak Riaz Siushansian 
Department of Electrical Engineering Department of Physics and Computing Department of Electrical Engineering 

The University of Western Ontario Wilfrid Laurier University The University of Western Ontario 

London, Ontario, Canada, N6A 5B9 Waterloo, Ontario, Canada, N2L 3C5 London, Ontario, Canada, N6A 5B9 

email: joe@gauss.engga.uwo.ca email: mwartak@machl .wlu.ca email: riaz@gauss.engga.uwo.ca 

1. SUMMARY 
It is well known that the presence of intense electromagnetic 
waves in media which is normally linear will have the effect of 

producing a nonlinear constitutive relation (D = E(E)E) [I,  21. 
This paper will review the fundamentals of non-linear 
electromagnetic wave propagation with the goal of trying to 
coalesce the main features of this type of problem. The features 
of these important nonlinear effects will be summarized and 
the way in which they manifest themselves mathematically into 
Maxwell's equations will be reviewed. 

For example, in fiber optics the nonlinearities in the 
permittivity of the fiber have extreme consequences for the 
governing propagation equations (a nonlinear SchrCMinger 
equation is derived). We will identify important nonlinear 
mechanisms and analyse their basic physical contents. For that 
purpose many important analogies between propagation of 
intense nonlinear pulses in optical fibers and microwave pulses 
in the atmosphere will be drawn and analysed. 

The applications wherein these effects arise will then be 
surveyed; some of these being intentional while others may be 
unwanted. The resulting non-linear effects in fiber optics 
applications are very interesting (soliton propagation) and of 

practical importance in transocean telecommunication [30]. 
Generation, detection and propagation of optical solitons has 

been demonstrated over distances as long as 15,000 km [33, 

341. 

The soliton laser [35], which utilizes Kerr nonlinearity in 
optical fiber, has also been demonstrated. In the case of the 
propagation of radio-waves and microwaves through the 
ionosphere these effects may be undesirable but can be put to 
use in order to localize or collumnize the beam. Thus, for the 
production of soliton waves in fiber optics and for the 
collumnization of high power microwaves the nonlinearities 
are essential. 

Next, some of the modelling techniques which are available for 
some of the nonlinear problems will be surveyed and explained 

[40, 41, 421. Numerical results for nonlinear electromagnetic 
propagation will be reviewed. Finally, future problems 
resulting from the inclusion of nonlinearities will be addressed. 

2. NONLINEAR ELECTROMAGNETIC 
MODELS 

2.1 Nonlinear Constitutive Relations 
We now investigate nonlinear effects which manifest 
themselves as nonlinear polarization functions and can be 

introduced into the Maxwell equations through the constitutive 
relations 

where Ei is the imposed electric field. The variables which 
describe the medium are E, the permittivity, p, the permeability 
and o, the conductivity of the medium. The last equation 
relating the current density, J ,  to the electric field, E, is 
sometimes referred to as Ohm's Law. For time invariant 
inhomogeneous anisotropic media these are tensor variables of 
space. In this paper, we will mostly be interested in nonlinear 
isotropic media where the constitutive relations take the new 
form 

where P i s  the polarization vector, [c/m2], p'is the polarization 

term which is linearly dependent on the electric field, and pnl is  
the polarization vector which is nonlinearly dependent on the 
electric field. Similar separations of the linear and nonlinear 
terms have been made in the other two constitutive relations. 

If these constitutive relations are introduced into the Maxwell 
curl equations then the vector wave equation can be derived as 

where the first and last terms on the right hand side can be 
simplified by introducing the notation 

for the polarization current density and 

for the magnetization current density. Now the vector wave 
equation for the electric field can be written as 
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where now one can easily see that the source of the 
electromagnetic wave is made up of different types of current 
densities. When P and M have nonlinear components which 
depend on the electric and magnetic fields then these 
nonlinearities enter the vector wave equation in a nontrivial 
manner. We will now investigate the forms of these 
nonlinearities and the effects which they produce. 

2.2 Form of Nonlinear Terms 
We now consider the mathematical form of these nonlinear 
terms and the physical effects which arise because of them. 
Specifically we will look at the way the nonlinear electric 
polarization depends on the electric field. 

First, let us consider the special case of a monochromatic scalar 
electric field 

j$E 
where E - = Erne is the phasor quantity associated with the 

- jot 
wave and E = E e  . In general the phase, +E,  contains the 

spatial dependence. Then in a nondispersive medium the 
nonlinear polarization can be expanded as an infinite power 

series [2,331, 

where x (") is the susceptibility associated with the nth power 
of the electric field. In general, for an electric field strength 
which is smaller than the internal molecular electric field the 
magnitude of the susceptibilities decrease with increasing n 
and only the first few terms in the above expansion will be 
necessary. 

If we substitute (11) into (12) and expand the first 2 terms we 
get 

and we immediately see that the polarization will have a 
frequency content different than that of the imposed field since 

That is, (15) represents the second harmonic and (16) can be 
considered a d.c. term. Continuing the expansion for all the 
terms we can write 

1 11 1 
P = P (a )  + Prn(nw)cos (nwt + neE) , (17) 

n = O  

and it can be shown that the Maxwell equations, and therefore 
the wave equations, can be cast as an infinite set of coupled 
partial differential equations. Usually only a finite set of 
harmonics are of nonnegligible amplitude and so the infinite 
summation is truncated. 

When the imposed field contains two frequency wmponents, 
say w, and then the resultant fields will contain 

combination wmponents at combination frequencies 
no, + rnw 8 '  

For the more general case of a dielectric medium where the 
polarization of the medium depends on previous values of the 
electric field (i.e. the matter has memory) the linear 
polarization can be represented as the convolution integral 

(1) (1) Pi  (x, 2 )  = E, lk. Ej(t - r l )dr l  
'1 

and the nthorder nonlinear polarization as 

(n) Pi (x, t) = 

m m 

c0 ]drl ... ] hl,kZ:,,, Ej(t - li)Ek(t - i2)El(t - r3) ... 
0 0 (19) 

( where k i $ ,  is the nonlinear response tensor [3,36,37]. I 

A typical first order response function is the Lorentz linear 

dispersion model [4,43,44,45] where 

In the frequency domain this response function becomes the 
more familiar 

2 2 2 2 2  
where wp = wo (es - E,) , and vo = wo - 6 / 4  

As an example of the third order response function, the 
nonlinear characteristics of silica optical fibers have been 

successfully modelled via the scalar response function [38] 

with the third order nonlinear polarization simplified as 



due to the scalar nature of the model. 

In these expressions, gR(t), models the Raman scattering and 

the Dirac delta function, 6(t), models the Kerr effect. The 

parameter a parameterizes the relative strength of each of 

these in the fiber. The values a = 0.7 ,  rl  = 12.2 [fs], 

r2 = 32 [fs] were found to give results consistent with 

experimental results [3 81. 

2.3 Electromagnetic Beam Propagation 
When analyzing the propagation of electromagnetic energy in 
nonlinear media the form of the propagating electromagnetic 
wave may play an important part in the effects which are 
produced or seen. That is, should one assume an infinite 
uniform plane wave, a spherical plane wave, or say a beam of 
finite cross section? When dealing with laser interactions and 
aperture type excitations it seems reasonable that a beam model 
is required where the intensity of the propagating wave varies 
across a finite cross sectional plane normal to the direction of 
propagation. 

The mathematical form such a beam will take can be derived 
via the Fresnel Diffraction integral using the paraxial 
approximation [8] 

where uo(x, y) is the cross sectional distribution of the wave at 

z = 0 ,  k = 2 x / h  = O/C is the propagation constant, and 

u (x, y, z )  e-jkz is the amplitude of the vector potential in the 

region z > 0 . It can be shown, [8], that u(.x, y, z) is the solution 
of the paraxial wave equation 

where Alu denotes the Laplacian in the coordinates normal to 

the assumed direction of propagation, i.e. z . In the derivation 

of (26) it is assumed that the spatial variation of u(x, y, z) is 

much less than the carrier e-jk' . This is known as the slowly 
varying envelope approximation. 

The above simple model deals with the time harmonic steady 
state problem. When the beam energy is not monochromatic, 
that is when the full time domain problem is considered, the 
mathematical derivations become more complex. Recently, the 
case of an ultrawide-bandwidth, space-time Gaussian pulse 
driving an aperture has been considered by Ziolkowski and 

Judkins [5]. Analytical and numerical results based on the 
finite difference time domain method are presented which 
show that the beam energy and the beam intensity have 
different diffraction lengths. 

When the permittivity, and thus index of refraction, is a 
function of the local field intensity, a field with varying 
intensity along the cross-section normal to the direction of 
propagation will have the effect similar to a medium where the 
index of refraction varies along the cross-section. Under certain 
circumstances this has the effect of producing an optical 
waveguide where the natural diffraction effects are countered 

by the nonlinear effects [6]. If the beam is confined more and 
more as it progresses through the medium then the phenomena 

is called self-foc~uing or spatial solitons. It can be shown, [7, 

81, that if the index of refraction is governed by 

where no = fir is the index of refraction when no field 

exists, er is the dielectric constant of the medium, and n2 is 

the coefficient modelling the medium nonlinearity, then the 
equation governing u(x, y, z) is the nonlinear Schrddinger 
equation (NLS) 

and 

Note that in this model of self-focusing the beam is assumed to 
be monochromatic and as such the variables in the NLS 
equation do not involve time. 

The relationship given in equation (27) is typical of the Kerr 
nonlinearity. The phenomena of self-focusing also occurs in the 
nonlinear interaction of a high power laser beam propagating 
through a plasma. The effect is mainly attributable to the 
nonlinear ponderomotive force created by the beam which 
displaces plasma from the path of the beam and thus increases 
the dielectric constant inside the beam as compared to the 

region outside the beam [I l l .  In regions of high field intensity, 
the dielectric constant is further increased due to the effective 
increases in the mass of the plasma electrons which are due to 
the relativistic electron oscillation (quiver) velocities produced 

by the field [26]. We will review some of the models which 
have been used to model these plasma effects in section 4. 

The nonlinear Schrodinger equation also comes up in the 
propagation of an electromagnetic time domain pulse in a 
dispersive media, that is where the propagation constant is a 
function of frequency fl = fl(o), and where the nonlinearity 
of the medium produces a nonlinear phase modulation of the 

pulse [lo, 8, 391. In this case, it is typical to include only one 
spatial variable and time. The time domain pulse is modeled by 

and the propagation constant is expanded in the first three 
terms of a Taylor's series about the carrier frequency, a,, , as 



which arises in a wide variety of problems. The spectacular 
manifestation of this nonlinearity is the soliton laser which 
owes its operation to the existence of solitons in optical fibers 

[321. It can be shown (see [8, 10, 30,391) that the pulse is governed 

by 

1 2 
jacA + Zp"a,,A - KIA~ A = 0 (33) 

For a collisionless plasma composed of cold ions and warm 
electrons, the basic set of equations for one dimensional motion 
is expressed in a dimensionless form: 

where a,n + 3, (nu) = 0 (37) 

and A(z, t )  is assumed to be a slowly varying envelope of the 

ioor  
time domain carrier e . Also in (33), 

where n and n ,  denote the densities of ions and electrons, 

respectively, 11 is the ion velocity, E the electric field, x the 
space coordinate, and t is the time variable. Dimensionless 
variables are normalized in terms of the following 
characteristic quantities: 

where vg is the group velocity of the media, and 

1) characteristic density no 
is the second derivative of the propagation constant evaluated 

at the carrier frequency wo . 2) characteristic velocity 

Before reviewing, in section 4, some of the many nonlinear 
models associated with electromagnetic beams propagating in 
nonlinear media we will consider another physical medium 
which cannot, in general, be modelled by a simple nonlinear 
polarization term. This is the propagation of electromagnetic 
waves in a plasma. 

3) the Debye length 

3. PLASMA INTERACTIONS 
When an external electromagnetic pulse is applied to a plasma 
many physical characteristics, such as dielectric constant, and 
ion and electron densities, exhibit sudden variations and could 
deviate from their equilibrium values. When the pulse 
magnitude is small those deviations are usually small; thus, the 
pulse propagation in plasma can be analyzed using a linear 
approximation. However, as the amplitude of the 
electromagnetic wave (pulse) increases, it undergoes a number 
of changes and nonlinear phenomena become important. Those 
nonlinear effects can be grouped into three broad categories 

[ll]: 

and 4) the characteristic electric potential 

where kg is the Boltzmann constant, M is the ion mass, Te the 
electrons temperature (assumed to remain constant), and e is 

elementary charge. In the above equations, (37) and (38) are 
the continuity and the momentum equations for ions, (39) and 

(40) are the momentum and Poisson's equation for electrons. 

The boundary conditions are: n = n, = 1 and u = 1 as 

x 4 w .  

1. Basically nonlinearizable problems, 

2. Wave-particle interactions, 

3. Wave-wave interactions. 
One can introduce new coordinates = (x - t )  & and 

11 = x@ , where E is a very small quantity. Expanding n, ne, 
u, and E in terms of the power series in E, one can obtain the 
Korreweg-deVries equation which is often used to describe 

solitons [ l  11 

One (and a very important) manifestation of these 

nonlinearities are solitons [31]. They exist in many branches of 
physics and engineering. These stable objects owe their 
existence to two competing effects: first, the nonlinearities that 
exist in the hydrodynamic equations that lead to steepening and 
breaking of the waves, and second, the dispersion which causes 
waves (pulses) to experience broadening in space, and spread 
of localized dispersion. If the pulse amplitude is such that the 
interaction in the medium is slightly nonlinear, the competition 
between these two effects leads to a balance which gives rise to 
a steady-state pulse (soliton). Actually this balance of 
dispersion with weak nonlinearity is a general physical process 

In equation (44), u(l)is introduced by the following expansion 



Similarly, equations can be obtained for other linear 

coefficients, i.e. n(l) and n i l )  Those types of solitons have 

been reviewed extensively in literature [12 1. 

3.1 Fast Switching in Plasma 
Another possible application is a picosecond voltage switching 
in high power systems. The medium in this switch is a high 
pressure (10-800 atm.) gas. A fast, efficient switch is a basic 
element in a pulse power accelerator. There we will briefly 
summarize the results on simple switch working in high 
pressure gas (10-800 atm.). The switch is triggered by a very 
short pulse laser. The energy required to drive this switch is 
much smaller than the energy needed to drive the solid state 

semiconductor switch and photocathode switch [13]. 

The principle of that switch is based on the avalanche 
discharge, with the growth rate described by the Townsend 
process: 

N (t) = NOeaVr (46) 

where a is the first Townsend coefficient, v the electron drift 
velocity, t the time, and N o  the initial number of electrons 
present in the field region at the time t = 0 .  The method can be 
used to switch high power and a high voltage (around 200 kV) 
on the picosecond scale. The analysis of avalanche discharge 
process is based on similar equations as these used to describe 
solitons, i.e. electron fluid equations for continuity, 
momentum, and energy conservation which are supplemented 
by Maxwell's equations. Two-dimensional avalanche code has 

been written and used in [14]. For parallel plate geometry, it 
predicts a voltage collapse time of 1-10 picosecond for air 
pressure of 80-500 atm. Simulations at lower voltages and low 
pressures also gave picosecond scale (1.7-2.1) voltage collapse 
time. 

This system is an example of an electron-ion plasma. Such 
systems are highly nonlinear. As such, it can support a number 
of nonlinear phenomena. In [15], the first step was taken 
towards the understanding of the role of nonlinear phenomena 
during switching in a Townsend plasma. The theory has been 
formulated based on continuity equations for electrons and ions 
with the induction of the Townsend process. The existence of 
solitary waves of small amplitude described by the Korteweg- 
deVries equation has been proven. 

4. AN OVERVIEW OF NONLINEAR 
ELECTROMAGNETIC BEAM 
PROPAGATION MODELS 

It is clear that nonlinear electromagnetic beam propagation 
effects in such media as plasma and optical fibers are many and 
varied. The detailed mathematical models of these effects are 
more complicated than those we have given herein. We will 
now attempt to give an overview of some previous work in the 
area of self-focusing or spatial solitons. 

4.1 Models Based on NLS Equation 
In section 2.3 we discussed the nonlinear SchrUdinger equation 
as a model for self-focusing of a beam in a nonlinear medium 

where the nonlinearity can be modelled as in equation (27). 
One of the first mathematical expositions of this type of model, 

going beyond the initial simple models given in [6] and [7], 

was presented by Zakharov et. al. [9, 101. 

In [9], the propagation of stationary, that is monochromatic, 
light beams in nonlinear media was studied using what, in the 
Soviet literature was known as the parabolic equation 

Today, this equation is generally known as the nonlinear 

SchrOdiger equation, viz-a-viz equation (28). The general 
2 

function f(lul ) was used to represent the nonlinearity of the 
medium. Analytic work was presented for a medium which 
was close to cubic, and numerical work using the finite 
difference technique was presented for a cubic medium, 

with o a positive constant, and for a medium modelled by 

2 2 
f(li11 ) = OK-' [ I  - exp ) ] (49) 

where K is a positive constant. A axially symmetric Gaussian 

spatial distribution was imposed at the boundary z = 0 . It was 
found that in order for the self-guiding effect to occur, the 

intensity of the beam must be greater than a critical value, IO , 

Other, more detailed mathematical conditions for the self- 
guiding effect to occur in this model were also given based on a 
second functional, 1 2 ,  where 

In Zakharov and Shabat's 1972 paper, [lo], an exact solution of 
the nonlinear SchrUdinger equation in two-dimensions was 
derived using the inverse scattering method. 

In [16], the propagation of high power light beam in media 
with the Kerr non linearity (when conditions are satisfied) has 
been studied. In addition, some discussion of other non linear 
optics phenomena has also been included (i.e. Raman 
scattering, Mandel'shtam-Brillouin scattering, scattering in the 
wing of a Rayleigh line, and broadening of the spectra of laser 
pulses). Maxwell's equations are used to model the problem. It 
is concluded that, typically, the diameter of the foci of a pulse 
is independent of the incident beam power and duration of the 
pulse. 

4.2 Self-Focusing in Plasma 
The self-focusing properties of a plasma on an intense 

electromagnetic beam have been studied extensively [18-261. 
The range of methods used extends from using nonlinear 

SchrUdinger equation [I81 already discussed, (28), up to the 

inclusion of relativistic effects on the electron's mass [26]. 

The analysis based on the two-dimensional nonlinear 
SchrSdinger equation with both saturable and nonsaturable 



nonlinearities has been studied numerically in [It?]. In the case 
of saturable nonlinear medium the simple Gaussian beam 
produced a complex dynamical structure. As nonlinearity 
increased, the azimuthal motion was observed and in 
consequence many cylindrically symmetrical filaments were 
developed. 

Some other self-focusing mechanisms worth mentioning are: 

ponderomotive self-focusing [19, 20, 211, relativistic self- 

focusing alone [22, 231, and a combination of relativistic, 

ponderomotive and thermal self-focusing [24, 251. 

Those analyses were driven by the development of powerful 
lasers and their various applications. Some of them like beat- 
wave accelerator or the plasma-fiber accelerator require 
transport of the laser beam with minimal loss in intensity over a 
considerable distance. A mechanism that allows for such a 

transport is discussed by Kurki-Suonio [27]. Their model 
particularly nicely elucidates physical processes responsible 
for laser-plasma interactions. It is restricted however to short 
laser pulses propagating in a cool plasma so that the ions, being 
massive do not have time to respond and thus can be 
considered as immobile. The basic set of equations consists 
again of Maxwell's equations and the equation of motion for 
relativistic electrons. Charge density and plasma current are 

written in terms of the equilibrium density no and the electron 

density perturbation 6ne 

In the Coulomb gauge, i.e. V . A = 0 ,  the electromagnetic 
field is described by 

Applying the slowly varying envelope approximation they 
found the equations describing laser beam profiles. They were 
solved analytically in the slab approximation and compared 
with computer simulations. 

4.3 Overview of Other Work 
We now give a brief overview of some other work which has 
been performed in the modelling of nonlinear electromagnetic 
processes. 

In some work by Yablonovitch, [17], the self-phase modulation 
in a C02laser is observed to shift up the frequency by 5% due 
to change in index of refraction from 1 to 0 which is caused by 
the increase in concentration of electron density. The 
symmetric spectral broadening of the incident pulse can be 
obtained using a moderate power lasers or different wavelength 
lasers. 

The relativistic self focusing in plasma has also been 

investigated by Sprang et. al., [26], where an envelope 
equation was derived which describes the radial evolution of a 
beam propagation (Gaussian) through plasma. It contains a 
defocusing term due to diffraction and a focusing term due to 
the quiver oscillation of the plasma electrons. Under certain 

conditions related to the initial slope of the radiation beam 
radius and to the parameter 

where P is the total radiation power, 

and apO is the ambient plasma frequency, the beam propagates 

with constant radius envelope. This happens for a > 1 and the 
initial slope sufficiently small. 

The relativistic self-focusing of subpicosecond ultraviolet 
pulses in a plasma has been considered by Borisov et. al. [28]. 
The propagation in both spatially homogeneous plasma and 
plasma columns was studied. In a mathematical model based 
on nonlinear Schr6dinger equation, i t  was assumed that for full 
ionization the gross plasma motion involving ions and the non- 
inertial Kerr self-focusing effects are insignificant. A clear 
method of distinguishing relativistic self-focusing from Kerr 
non-linearity effects was established. 

A self-consistent non-linear one dimensional theory has been 

developed for laser plasma interaction by Sprangle et. al. [29]. 
The plasma is modeled as a relativistic fluid using the fluid 
equations. Some non-linear phenomena such as wake-field 
generation, relativistic optical guiding, coherent harmonic 
radiation production, as well as possibility of frequency up- 
shifting of short and long laser pulses are discussed. 

5. TIME DOMAIN MODELLING OF 
NONLINEAR PROPAGATION AND 
SOLITONS 

Recently, in a series of papers [43, 44, 451, the time domain 
Maxwell equations, including a differential equation based 
model for the linear and third-order nonlinear dispersion, have 
been integrated directly using a finite difference technique. The 
third-order nonlinear dispersion model used was that based on 

the scalar response function of Blow and Wood [38], i.e. 
equations (22)-(24). The computational resources required to 
evaluate this convolution integral are quite large. To overcome 
this problem, two coupled ordinary differential equations 
which properly model the linear and nonlinear dispersive 
polarization effects were derived for two intermediate 
functions 



1 d2G i dF+ ( 1  - a )  X ( 3 ) ~ 2  
32 + 3 ; 7 1  
w0dt w,, E, + E2 1 

- -2 2 2 
where 6 = 2 / r2  and w0 = ( 1 / ~ ~ )  + ( l / r 2 )  . In [44], the 

material parameters were chosen as: 

with a ,  r1  , and r 2  as above and in [38]. 

The above ordinary differential equations are discretized by a 
second-order accurate, in time and space, finite difference 

technique and solved for new time values F~ + ' and Gn + ' at 

each time step of the scheme. The electric flux density, D~ + , 

and magnetic field intensity H ~ + ' ,  are updated by the 
standard interlaced leap-frog finite difference technique. The 
electric field intensity is found by solving for E, in the equation 

This is accomplished numerically by a Newton iteration at each 
time step: 

where p denotes the index of the Newton's iteration. 

Results using this technique have been presented for one and 
two dimensional problems [44,45]. 

6. CONCLUSION 
In this paper we have reviewed some of the electromagnetic 
propagation effects in nonlinear media. We first considered 
nonlinearities which could be modeled by constitutive relations 
with physical parameters, E,  p, 0, describing the medium 
which are functions of the field strengths. We showed that 
when the permittivity is a nonlinear function of the field 
strength harmonic frequencies of the incident radiation are 
produced by the medium. This led to the possibility of spatial 
(i.e. self-focusing) and temporal solitons being launched into 
the medium. The modeling of both of these phenomena led to 
the nonlinear SchrtMinger equation. We then reviewed the 
mathematical models relevant to electromagnetic propagation 
inside a plasma. We showed that the main mathematical 
modeling techniques must consider some sort of model for the 
plasma such as the fuid model. We also saw that the same 
soliton phenomena are encountered in plasma. Finally, we 
reviewed some recent numerical work on the solution of the 

full vector nonlinear Maxwell equations in the time domain. 
We conclude that the future modeling of optoelectronic devices 
which characterized by highly inhomogeneous structures will 
require the power of this sort of numerical modeling. 
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DISCUSSION 

P. ZWAMBORN 

In the derivation of your non-linear equations you use Taylor-series expansion of field 

quantifies. These Taylor-series will not be valid at locations of discontinuity, how will 

you model such phenomena ? 

AUTHOR'S REPLY 

In such a case you will have to model the non-linearities in a different way, for 

example in the case of spark discharge the discontinuity in the conductivity could not 

be modeled by a Taylor's series. The addition of a plasma creation model would be 

necessary. 
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S uni maw 

A systematic study to understand the spectral 
\variation of a high power microwave pulse propagating 
in a self-generated plasma is carried out in this work. It 
includes the theoretical formulation, experimental 
dcmonstration, and computer simulations and computer 
experiments. 

The experiment of pulse propagation is conducted 
in a vacuum chamber filled with dry air (-0.2 torr), the 
chamber is made of a 2 ft. cube of Plexiglas. A 
rectangular microwave pulse (1 ps pulse width and 3.27 
GHz carrier frequency) is fed into the cube through an S 
band microwave horn placed at one side of the chamber. 
A second S-band horn placed at the opposite side of the 
chamber is used to receive the transmitted pulse. The 
spectra of the incident pulse and transmitted pulse are 
then compared. As the power of the incident pulse is 
only slightly ( 4 5 % )  above the breakdown threshold 
power of the background air, the peak of the spectrum 
of the transmitted pulse is upshifted from the carrier 
frequency 3.27 GHz of the incident pulse. However, as 
the power of the incident pulse exceeds the breakdown 
threshold power of the background air by 30%, a 
different phenomenon appears. The spectrum of the 
transmitted pulse becomes to have two clearly peaks. 
One is upshifted and the other one downshifted from the 
single peak location of the incident pulse. The amount 
of frequency downshift is comparable to that of the 
upshifted frequency. 

A theoretical model describing the experiment of 
pulse propagation in a self-generated plasma is 
developed. There are excellent agreements between the 
experimental results and computer simulations based on 
this theoretical model, which is also used to further 
carry out computer experiments identifying the role of 
plasma introduced wave loss on the result of frequency 
downshift phenomenon. 

I Introduction 
In using high power microwave pulses for the 

applications of radar and directed energy system, it is 
crucial to identify the effect of self-generated plasma on 
the propagation of the pulses. A considerable research 
in this aspect has been performed during the past 

It is found that the pulse self-generated 
plasma which is a rapidly space-time function can 
indeed radically modify wave propagation. For 
example, it distorts the pulse shape by non-uniform 
collisional and ionization absorption' and may even 
cause cutoff reflection of the tail portion of the pulse. 
Such a distortion which usually appears most serious in 
the tail portion of the pulse is often called "tail erosion" 
phenomenon. The tail erosion of a pulse limits the 
energy transfer of the pulse from the source to the 
targeP1. 

On the other hand, the spectral content of the pulse 
can also be modified significantly during its 
propagation through the self-generated plasma. This is 
because the pulse self-generated plasma is a rapidly 
space-time varying dielectric medium. A change to the 
index of refraction of the background medium forces the 
wave to propagate with a different phase velocity and 
thus to change its spectral content. However, this issue 
has only been addressed re~ent ly[~.~~] .  Its effect on many 
potential applications of HPMs is yet to be explored. 

Moreover, the spectral change of the pulse by the 
self-generated plasma raises a possibility to achieve a 
"frequency auto-conversion p roce~s" [~ ' -~~]  for a very 
powerful microwave pulse propagation through the air 
without experiencing cutoff reflection by the self- 
generated plasma. Thus, the tail erosion of the pulse 
may be significantly reduced. The analysis and 
preliminary experimental results indeed show that, 
under the condition that the ionization frequency of the 
background gas is much larger than the collision 
frequency of electrons, the carrier frequency w of the 
pulse shifts upward to keep w>wpe during the growth of 
the plasma density, where ape is the electron plasma 
frequency. Thus, the self-generated plasma is always 
underdense to the wave and will not introduce cutoff 
reflection to the wave. This frequency up-shift may be 
explained qualitatively by the dependence of the phase 
speed v, of the wave on the real part of the dielectric 
constant of the plasma E,. v,=cl~,~" is inversely 
proportional to E,"~ and, for a plasma medium, ~ , = l - o  

Pe 
2/(02+v2) , where v is the effective collision frequency. 

Thus, the higher the plasma density, the faster the phase 
velocity. Since the plasma is generated by the pulse, its 
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density is expected to be an increasing function from the 
front to the tail end of the pulse. Thus, the tail portion 
of the pulse is expected to a have higher phase velocity 
than that of the front portion, consequently, the carrier 
oscillation of the pulse is squeezed toward the front and 
has a reduced period. The phase velocity of the wave is 
also shown to decrease with the collision frequency. 
Using the similar argument, it explains qualitatively 
why the carrier frequency of the pulse may also be 
down-shifted as the collision frequency increases. 
I Towever, the problem is much more involved and 
requires computer simulation as will be shown later. 
The objective of this work is to study the frequency 
conversion mechanism and the condition under which 
thc frequency up-shift or down-shift occurs. In section 
11. a theoretical model is developed and discussed. 
Chamber experiments are performed. Their results 
confirming the theoretical prediction are presented in 
section 111. Using the developed model, the numerical 
simulations of the experiments presented in section I11 
are carried out in section IV, in which a comparison 
between the simulation results and the experimental 
results is also made. To identify the role of collision 
frequency on causing frequency down-shift, computer 
experiments using collision frequency as a key 
experimental variable are performed. The results are 
reported in section V. The study is concluded in section 
VI. 

1 I. Theoretical Model 
We consider that an electromagnetic pulse 

propagates in an ionizable medium (gas) and is intense 
enough to break down the background gaseous medium. 
A plasma is generated along the trail of the pulse, and 
its density is a space-time knction depending strongly 
on the intensity, width, and the shape of the pulse as 
well as the loss processes including attachment, 
recombination, and diffusion in the backround medium. 
During the microwave pulse ionizing period, the rate 
equation of the plasma electron density n, is given by 

where vl, va, and y, are the ionization frequency, 
attachment frequency, and recombination coefficient, 
rcspcctively. Since the time scale considered is much 
faster than the time for diffusion to take place the 
diffusion term is neglected. The ionization frequency is 
modeled as[l4]: 

vl=3. 83 x 102va[~3/2+3. 94~~/~]exp[-7.546/~] (2) 

where E= I N& I is the wave field amplitude A 
normalized to the breakdown (ionization) threshold 
field amplitude A, ; 1 R , 1 8 p ( l + ~ ~ / v ~ ) ~ / ~  Vlcm for a 
continuous wave, p is the background pressure in 
torr[l51. 

The electron momentum equation including the 
momentum loss from both of elastic and inelastic 
collision is 

where ~ = ( E , I K E ) ~ ~ ~  , the square root of the ratio of the 
ionization energy ~i of the background gas to the 
electron average kinetic energy KE, gives a measure of 
effective momentum loss in each ionization event. 

From Maxwell equations, the wave equation is 
derived to be 

where 5 =-en,V, . Using (3), equation (4) becomes 

where vl=v+va+yne+qvl . With the aid of (I), (3) can 
be reduced to 

where v2=v+(q+l)vi. 
Expressing E (z,t)= 2 A(z,t)exp[-i$(z,t)]+c.c. and 

T, (z,t)=?~(z,t)exp[-i+(z,t)]+c.c., with real A and 4, 
where C.C. represents the complex conjugate and V(z,t) 
is, in general, a complex function. If the pulse is not 
too short, i.e. it carries many oscillations, then the 
variation of the amplitude functions A(z,t) and JV(z,t)l 
in space and time is slower than that of the phase 
function exp[-i (z,t)]. Hence, I dlnA/dt 1 and 
I dlnVIdt 1 << ! a$/& 1 and ldlnA/dz 1 and I dlnVldz 1 
<< I d$ldz I which will be employed in the analysis. In 
addition, the forward-scattering approximation leading 
to the definition of local frequency o=d$/dt and local 
wave number k=-t%.+/~?z will also be used to simplify the 
analysis. This approximation is justified because only 
the portion of the pulse propagating in the forward 
direction is of interest. 

Using these approximations, and the relationship 
V(z,t)--ieA(z,t)/me(o+iv2) obtained from (6), (5) leads 
to 

Taking the scalar product of E * and (7), and 
neglecting the two high order terms Ad2A/dt2 and 
c2~d2A/dz2 , yield 



02-k2~2=op,2[l-vlv2/(02+~22)] (8) 
and 

Equation (8) is the real part of local dispersion 
relation of the wave, and equation (9) is the continuity 
equation for the energy density of the pulse. From their 
definitions, o and k are related by the equation 
w3t+ao /az=o. 

Using (a), (9) is expressed as 

\\here P=oA2 is proportional to the energy density of 
the microwave pulse. 

The phase velocity and the group velocity of the 
wave in a self-generated plasma can be derived as: 

vp=o/k=c/{ 1-[op,2/02] [ l  -v ,v~/(~~+v;) ] ) ' /~  (1 1) 
and 

Equation (1 1) shows that the phase velocity of the 
wave increases with the plasma frequency and 
decreases as the term vlv2/(02+v,Z) increases (i.e. the 
loss increases). Based on the fact that the phase 
\clocity of the wave decreases as the loss of the medium 
incrcases, the frequency down-shift in the spectrum of 
the wave is possible. It is also noticed from equation 
(1 2) that the group velocity of the wave decreases with 
the plasma frequency. When the plasma frequency ope 
increases to about the value of (02+~l~2)1" ,  the group 
vclocity of the wave reduces to zero, i.e., the wave is 
cutoff from propagation by the plasma. 

Taking the time derivative of (8) and using the 
relation dk/&+do/az=O and (12), yields: 

Equations (I), (10) and (13) together with (2) and 
(1 2) form a complete set of modal equations describing 
thc dynamic of pulse propagation in the self-generated 
plasma. The local wave number and phase velocity of 
the wave can then be obtained from (8) and (1 1). 

In terms of total time derivative, i.e. 
d/dt=d/&+vgd/&, (13) can be rewritten as: 

In the case of vlv2/(02+v,2)<<1, the first term on 
the right-hand side of (14) is negligible, and (14) is 
reduced to 

Fig. 1 Envelope of a rectangular pulse and the 
pulse generated electron plasma density 
distribution 

Considering a rectangular pulse having an 
envelop as shown in Fig. 1, the density of the generated 
plasma at a given time is expected to grow nearly 
exponentially from the background level at the leading 
edge of the pulse to a peak at the tail end of the pulse. 
Behind the pulse, plasma density drops from its peak 
value at a rate depending on the loss mechanisms. The 
envisioned density profile is also plotted in Fig. 1. It is 
shown that aop,2/dz10 in the pulse interval and 

consequently, d(02-op:)ldt>O, which means (a2-up:) 

increases in time. Thus, as long as o>ope initially, 
which is true because the background has very low 
plasma density, w keeps greater than ope as the 
microwave pulse propagates. In other words, the carrier 
frequency of the microwave pulse is up-shifted and 
keeps greater than the plasma frequency while the 
ionization increases the plasma density. This frequency 
up-shift process leads to the reflectionless (without 
cutoff reflection) propagation of a high power 
microwave pulse in a self-generated plasma. This 
conclusion seems trivial for a rectangular pulse 
propagating in a uniform medium because dwp,2/dt<0. 
However, it becomes a significant result for pulse 
propagating in a non-uniform medium so that 
dop,2/dt>0 can occur. An example of this case is the 
propagation of a pulse through the atmosphere. It is 
first noted that the breakdown threshold of the air 
decreases with the altitude before reaching the altitude 
having a minimum breakdown threshold field. The 



appearance of such a minimum, similar to the Paschen 
minimum, can be explained as the result of breakdown 
by a short pulse that is equivalent to DC discharge with 
a short separation gap between electrodes (i.e., short 
clcctron transit time). The pulsed nature of the 
brcakdown field also increases the level of the 
brcakdown threshold because the available ionization 
Lime at any point along the trail of the pulse is finite and 
governed by the pulse duration. Beyond that minimum 
breakdown threshold altitude, the breakdown threshold 
starts to increase with the altitude. Thus, if the pulse is 
transmitted from the ground to the space, 0,: may 
increase continuously along the trail of the pulse and 
cscced o,2=02(t=0,z=0) before reaching the altitude of 
111inimum breakdown threshold. However, there is no 
cutoff reflection throughout the propagation, if o>o,, 
initially. It is noted that such a frequency auto- 
conversion process also works for the pulse propagating 
rrorn space to the ground since the breakdown threshold 
again decreases with the propagation distance before 
passing through the altitude of minimum breakdown 
~hreshold. 

For the situation that vlv2/(w2+v,2)<<1 does not 
hold, one can show that the frequency down-shift can 
occur. Let the effective loss v1v2/(o2+v,2)=T, the 
rclative electron plasma density op:l(02+v,2)=nelnc=n, 
where n, is the cutoff plasma density for the wave, 
cquation (14) reduces to 

where 7 and n are both less than 1, and dop,2/at20 in 
most of the situations as the pulse is intensive enough to 
break down the gas. However, if the tail erosion is 
severe and the plasma loss is high, dop:/dt may be less 
than zero. The first term on the right hand side of 
cquation (16) has the opposite sign to dop,2/dt, hence, 
when dop,2/dt>0 and 

~ ( l - n ) l ( l - ~ ) ] d ~ ~ , 2 l d t  I > I vgao,,2/azl, 

d(02-op,2)/dt<0, the wave frequency is down-shifted. 
Therefore, in the case of vlv,/(02+v,2)-1, the frequency 
conversion may happen in either way, i.e. up- or down- 
shift, depending on the values of T and n ,and the 
remaining field intensity whether it is strong enough to 
continuously breakdown the background gas. On the 
other hand, these factors are all related to each other. 
Thc T value depends on collision frequency and other 
loss processes, as well as the wave frequency. When 
plasma is created by the wave, the ionization loss of the 
wave also gives rise to the effective collision frequency 
I\ hich modifies the collisionless dispersion relation of 

the wave to the form of collisional case. In fact, T is a 
measure of total effective loss rate, and is a function of 
background gas pressure, pulse intensity, electron 
plasma density and the wave frequency. The electron 
plasma density n is strongly dependent on intensity, 
width, shape of the pulse, the background gas 
breakdown threshold and the loss processes. Hence, 
only the values of collision frequency and the ratio of 
the pulse intensity to the breakdown threshold intensity 
of the background gas need to be considered in studying 
the frequency conversion process. 

III. Experimental demonstrations of frequency 
conversion 

The experiments of pulse propagation are 
conducted in a vacuum chamber filled with dry air. The 
chamber is made of a 2 foot cube of Plexiglas with the 
thickness of one inch. A microwave pulse is fed into 
the cube through an S-band horn placed at one side of 
the chamber. A second S-band horn placed at the 
opposite side of the chamber is used to receive the 
transmitted pulse. The microwave pulse is generated by 
a single magnetron tube (QKH 1448) driven by a soft 
tube modulator. The magnetron produces 1 MW peak 
output power at a central frequency of 3.27 GHz. The 
modulator is triggered by a pulse-forming network 
(PFN) having a pulse width of 1 ps and a repetition rate 
ranging between 20 and 60 Hz. An HP 8569B spectrum 
analyzer is used to record and compare the spectra of 
the incident and the transmitted pulse. 

The block diagram of the experimental setup is 
shown in Fig. 2. A directional coupler connected to the 
incident horn is used to monitor the spectrum of the 
input pulse which is used as a reference. The air 
pressure in the chamber is set to be about 0.2 torr. At 
this pressure, the electron-neutral collision frequency is 
about 1 . 2 ~ 1 O ~ T , ~ ~ ~ s - '  , where Te is the electron 
temperature measured in eV. Tn order to avoid the 
undesired boundary effect, i.e., over ionization to cause 
cutoff reflection of the incident pulse at the incident 
boundary, the intensity of the incident pulse is limited 
to no more than 50% above the breakdown threshold 
power level. Consequently, the ionization frequency of 
the background gas is of the same order of magnitude as 
the electron-neutral collision frequency in the present 
experiments. Thus the amount of frequency up-shift 
and down-shift will be of the same order of magnitude 
and the cause of frequency down-shift can be examined 
conveniently. 

The results of the experiments performed with a 
sequence of pulses having consecutively increasing 
incident powers are presented in the following. Shown 
in Figs. 3 (a)-@ are the recorded spectra of the incident 



Fig. 2 Experimental setup for the experiment of high power microwave pulse propagating in a self-generated 
plasma. 

dry air in 

and transmitted pulses for P=1.05Pc, P=1.08Pc, 
P=l.  14Pc, P=1.17Pc, P=1.32Pc, and P=1.37Pc, 
rcspcctively. The peaks of the transmitted pulses in 
Figs. 3 (a), (b) and (c) are shown to be up-shifted from 
the carrier frequency 3.27 GHz of the incident pulses. 
The up-shifted quantities are 0.08 MHz, 0.26 MHz and 
0.45 MHz, respectively. Moreover Fig. 3 (c) shows that 
I llc spectrum of the transmitted pulse starts to become 
non-symmetrical and spectrum in Fig. 3 (d) start to 
brcak up, a down-shift component emerges. Figs. 3 (e) 
and (f) show an even more pronounced result. The 

I spectra of the transmitted pulses have two clear peaks. 
Onc is up-shifted and the other one down-shifted from 
thc single peak location of the incident pulse. The 
amount of frequency down-shift is shown to be 
comparable to that of frequency up-shift in each of the 
IWO cases. 

C=3.27 GHz 
oscillator 

d d 
-P+- { [l-n(l+v,2/02-v,v2/02)] 1'2P}=-n~IP/a 
d t  d z  

(18) 
and 

directional S-band 
isolator coupler 
n II horn 

where dln[l/(w2+u,2)]/at << dln(n)/at is assumed, i.e. 
the density changes much faster then that of the wave 
frequency and collision frequency. The group velocity 
(12) is also normalized to 

1 Equations (17), (18) and (19) together with (2) and 
IV. Numerical simulation (20) describe the microwave pulse propagating in a self- 

To solve the equation set of (l), (10) and (13), one generated plasma in terms of the dimensionless 
first normalizes them into dimensionless forms. Using variables n, P and o .  The normalized initial and 
rhc following definitions: the cutoff plasma density boundary conditions are set to be: 

~ 

I 

nC=(m2 + $)m,1(41re2), which leads to n(z,t=O)=no , 
P(z=O,t)=Poexp{-[(t-to)/to]10}exp[0.3sin(t/to+0.35)] 

n=0) 2/(02+v,2) =n,/nc; T=aoot-+t, where a is a 
pe w(z=O,t)=l, and o(z,t=O)=l , 

dirncnsionless constant scaling number to keep the 
normalized time within a convenient numerical range; where ng is the background electron plasma density, Po 
z'=aooz/c -+ z ; vdc -+ vo ; vi/o0 -+ vi ; v,/w0 -+ va ; is the power intensity of the pulse, 2t0 is the pulse width 
\ll/O)o +v1; v2/~o-+v2; o/wo-+o; and PP, + P. Then and e ~ p { - [ ( t - t ~ ) / t ~ ] ~ ~ }  is used to model the rectangular 
equation (1) becomes pulse. The electron plasma density n is initially no 

everywhere, and n is governed by equation (17) which 
d 
- n=(v,-v,)n/a (17) is coupled to (18) through vi. Since in the experiment, 
d t  the envelope of the microwave pulse has three wiggles 

where the recombination term yn,2 has been neglected. on top of the rectangular pulse, a factor of 
Similarly, equations (10) and (13) become exp[0.3sin(t/to+0.35)] is multiplied to the rectangular 

pulse as the boundary condition of the power intensity 
P(z=O,t). At the incident boundary z=0, P varies in 
time as a pulse with a width of 2t0, and at the initial 

magnetron I 

pulse 
generator 

oscilloscope 
L 

- 
trigger 

analyzer 
spectrum 

attenuator 



rime t=O, the front of the pulse is just ready to propagate v,=6x1O4/o0, no=lO-5, and let the pressure p be 0.2 torr 
inlo the chamber. The frequency o is 1 at the incident and the collision frequency v=10vo(P+0.03)''2 , where 
boundary z=0 and at the initial time t=O, and is vo=4x 1O9plo0=8x 1O8/o0 . The spectra of the 
go\.crned by equation (19) as time evolves. transmitted pulses corresponding to incident pulses of 

A program using the LSoDE p=l.05pc, P=1.08Pc, p=1. 14pc, P=1. 17Pc, P= 1. 32Pc, and 
p;~ckage[16-18] is developed for solving the set of P=1.37Pc are calculated. Figs. 4 (a)-@ show the results 
cquations with the stated initial and boundary of the numerical simulations. Comparing the spectra in 
conditions. The parameters are chosen to correspond to 
I l~osc in the experiment, i.e., to=0.5ps + 0.5a00, 
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Fig. 3 The recorded spectra of the incident and transmitted pulse. 
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Fig. 4 The numerical results of the spectra of the incident and transmitted pulse. 

Figs. 4 (a)-(c) to those in Figs. 3 (a)-(c), good 
agreements are seen. The amounts of frequency up- 
shift deduced from Figs. 4 (a)-(c) are 0.08 MHz, 0.23 
MHz and 0.45 MHz, respectively, which also agree 
excellently with the experimental results. The spectral 
breaking phenomenon shown in Figs. 3 (d)-(f) also 
appears in the results of the numerical simulation as 
shown in Figs. 4 (d)-(f). These agreements validate the 
theoretical model presented in Section 2. To identify 
the role of effective collision frequency on causing the 
frequency down-shift and spectral breaking, the 
developed theoretical model is used to perform a series 

of computer experiments. The results are presented in 
the next section. 

V. Comvuter exveriments to identify the collision 
loss as the cause mechanism of frequency down-shift 
and snectral breaking 

To venfy that the collisional loss is indeed the 
cause frequency down-shift, a series of computer 
experiments are conducted. It is done by multiplying a 
variable parameter 5 to the electron-neutral collision 
frequency v in equations (17), (18) and (19) and 
varying 5 from 0.5 to 2. In general, vi and va are 



proportional to v, however, their relationships are 
removed artificially in the computer experiments. In 
other words, only the electron-neutral collision 
frequency v is varied artificially for a fixed background 
condition. In doing so, the role of v on frequency 
down-shift may be identified unambiguously. 

Presented in Fig. 5 is the dependencies of the 

amount of frequency down-shift - A  fd on 5 for different 
incident power levels. A monotonic increase of -Af, 
i\ ith 5 is observed for all different incident powers. -Af, 
also varies with the power of the incident pulse, P. It 
increases with P, and then reaches a saturation level as 
manifested by the overlap of the curves. On the other 
hand, the dependencies of the amount of frequency up- 
shift Af, on < and P presented in Fig. 6 show that Af, 
decreases monotonically with 5, but increases with P, 
thcn reaches a saturation level. The frequency f, , the 
minimum between the up-shift peak and down-shift 
peak of the spectrum of the transmitted pulse, also 
\,aries with 5 and P. The dependencies of Af,(=f,-f,) on 
j and P are presented in Fig. 7. Similar to Af, , Af, 
dccrcases with 5 and increases with P, then reaches a 
saturation level, as shown in Fig. 7. These results 
clearly demonstrate that 5 plays an important role in 
determine frequency shift, in particular, in introducing 
the down-shifted frequency components in the spectrum 
of the transmitted pulse. 

Vl. Conclusion 
The study of frequency conversion of a high power 

nlicrowave pulse propagating in a self-generated plasma 
is presented in this paper. The theoretical model is first 
presented and the equation describing the frequency 
auto-conversion process is derived. It indicates that 
under the condition of v,v2<<(02+v,Z) the carrier 
frequency of the microwave pulse will be up-shifted. If 
the carrier frequency is greater than the plasma 
frequency at the incident boundary, during the 
propagation the carrier frequency of the pulse will be 
up-shifted continuously to keep higher than the plasma 
frequency of the self-generated plasma. Thus, the 
possible cutoff reflection process can be avoid and the 
erosion of the pulse energy by the self-generated plasma 
is minimized. Both the chamber experiments and the 
numerical simulations confirm this theoretical 
prediction of frequency up-shift phenomenon. In the 
situation that the loss of the pulse in the self-generated 
plasma becomes significant, i.e. the effective collision 
frequency ( v , ~ , ) ~ ' ~  is high comparing with the plasma 
frequency, frequency down-shift components appear 
together with the frequency up-shift components in the 
spectrum of the transmitted pulse. In other words, the 
spectrum of the pulse breaks up into two peaks up- and 
down-shifted from the original carrier frequency. The 
results of the computer experiments carried out via the 
developed theoretical model show that the collision 
frequency and the incident power are the two factors 

causing the frequency down-shift and spectral breaking. 
Since the loss of the pulse increases with the incident 
power, the two factors are combined into one effective 
collision frequency determining the amount of 
frequency down-shift. It is realized qualitatively by the 
decreasing dependence of the wave phase velocity on 
the electron collision frequency as indicated 
qualitatively by the dispersion relation. The increasing 
dependence of frequency down-shift on electron-neutral 
collision frequency observed in the computer 
experiments suggests that the frequency down-shift 
phenomenon recorded in the experiments is indeed 
caused by the effective collisionality of the pIasma[lg]. 

Fig. 5 -Afd vs 5 and P 

Fig. 6 Afu vs 5 and P 



Therefore, in order to use the frequency up- 
conversion process to avoid the cutoff reflection of a 
high power microwave pulse by the self-generated 
plasma, one has to be sure that the effective collision 
frequency of the plasma is low comparing to the plasma 
rrequency of the self-generated plasma. Otherwise, the 
effective loss process of the microwave pulse will cause 
part of the frequency spectrum of the pulse to down- 
shift, and tail erosion of the pulse may be severe. 

Fig. 7 Afm vs 5 and P 
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DISCUSSION 

LABAUNE 

In your paper you have described the ionization process at the tip of the HF beam. This 

zone of ionization has a size which is a function of the rise time of the plasma 

formation. Some BF electromagnetic pulse must be radiated by this process (BF means 

spectral content linked with the plasma formation rise time). What's your opinion ? 

AUTHOR'S REPLY 
The plasma is highly collisional, if there is any radiation, its intensity is believed to be 

low. Moreover, the maximum plasma frequency of the experiment is about half of the 

carrier frequency of the pulse and thus, the radiation can not be included in the 

recorded spectrum which covers only about 10 MHz around the carrier frequency of 

the pulse. 

In the future experiment we will try to check if there is any significant radiation from 

the plasma. 
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Summary 
Absorption of high peak power microwaves by water 
droplets can induce a spatially inhomogenous temperature 
rise inside the droplet, thereby affecting the droplet 
evaporation rate and surface tension. A minute decrease of 
the droplet radius and small amounts of shape distortion 
can be readily detected by analyzing the changes in the 
nonlinear optical emission from perturbed droplets. In the 
visible wavelength region, a micrometer-sized droplet acts 
as an optical cavity that provides high-Q optical feedback 
for the nonlinearly generated radiation, such as lasing. 
Cavity resonances occur at discrete wavelengths that are 
commensurate with the integer number of wavelengths that 
can fit into the droplet perimeter. 

Intense nonlinear emission occurs whenever the round-trip 
gain is larger than the round-trip leakage from the droplet 
rim. A decrease of the droplet radius for example, 
associated with an increased evaporation rate, will cause all 
the nonlinear emission peaks to shift to shorter 
wavelengths. A shape distortion will cause the 
wavelengths of the nonlinear emission to vary along the 
droplet rim because the perimeters of the great ellipses 
change along the rim. Examples will be presented as to 
how spectral changes in the nonlinear emission can be used 
as a sensitive diagnostic probe of the size changes and 
shape distortions of flowing micrometer droplets. 

Introduction 
The illumination of high-energy electromagnetic radiation 
in clouds can increase the temperature of the water droplets, 
should the radiation wavelength h be within the absorption 
bands of water or the molecular impurities in the water 
droplets. The spatial distribution of the heat deposited 
within the droplet will mimic that of the radiation energy 
within the droplets. The spatial distribution of the 
radiation within the droplets1 is expected to be uniform for 
small size parameter droplets with x = 2nalh < 1,  where the 
droplet radius is a. A uniform deposition of heat will only 
increase the evaporation rate of droplets and the spatial 
distribution of the resultant temperature rise is expected to 
be only a function of the radius. Evaporative cooling will 
cause the temperature near the droplet surface to be lower 
than the temperature in the droplet core. For droplets with 
x > 1, the internal intensity or energy distribution is 
nonuniform and can be calculated with the standard Lorenz- 
Mie formalism for a droplet with a known complex index of 
refra~t ion.~ A nonuniform deposition of heat will not only 
increase the evaporation rate3 but also induce a droplet 
shape change4, e.g., destroy the spherical symmetry of an 
unilluminated droplet. 

This paper presents a summary of optical diagnostics 
techniques that are capable of determining small decreases 
in the droplet radius5 and distortions in the droplet shape6. 
The technique is based on the morphology-dependent 
resonances (MDRs) of a droplet (with x >> 1) that acts as a 

high-Q optical cavity for the probe radiation which has its 
wavelength in the visible portion of the electromagnetic 
spectrum. The droplets may have x < 1 relative to the 
perturbing radiation (e.g., .with h in the microwave range), 
but must have x >> 1 relative to the probe radiation (e.g., 
with h in the near-UV to near-IR range). At present, the 
probe radiation is provided by the lasing radiation 
resulting from the fluorescent dyes that are purposely added 
to the droplets at concentration levels of lo-' to 
molars. In the future, it may be possible to use the elastic 
scattering spectrum to deduce small radius changes and 
distortion amplitudes of droplets' that contain no 
fluorescent dyes. The sharp spectral peaks in the lasing or 
elastic scattering spectrum is highly sensitive to optical 
phase changes accumulated after many round trips around 
the droplet: Hence, it is possible to relate the spectral 
shifts to changes in the droplet radius and shape. 

Resonant Modes of a Sphere 
For a perfect sphere, a MDR is specified by three indices2 
that can be related to the spatial distribution (relative to the 
standard spherical coordinates) of the internal intensity 
(see Fig. 1). The first index is the mode order l ,  which 
specifies the number of intensity peaks in the radial 

Figure 1 The spherical polar coordinates for the 
droplet 

direction as r increases from 0 to a (see Fig. 2). The 
intensity distributions of MDRs are localized in a region 
between a/n(o) and a, where n(o) is the index of refraction 
of the liquid, e.g., n(o) = 1.33 for water. The second index 
is the mode number n, which specifies the number of 
intensity peaks in the equatorial plane as the azimuthal 
angle $ is varied from 0" to 180" (see Fig. 3). The third 
index is the azimuthal mode number m, which describes 
intensity distribution as a function of the polar angle 0 (see 
Fig. 4). Although each m-mode possesses many intensity 
peaks in 6 ,  the maximum intensity peak is located at 

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)" 
held in Ottawa, Canada 2-5 May 1994. 



Figure 2 Angle-averaged internal intensity as a Figure 3 Intensity distribution in the equatorial 
function of radial distance, rla. 1 = 4, n = 116 and plane for a MDR having n = 9 and 1 = 1. The droplet 
n(o) = 1.36. has n(w) = 1.36. 
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0 = sin-'(mln). The values of m range from f n ,  +(n -I), ..., 
0. It is convenient to envision the internal radiation to 
circulate around a great circle inclining at 0. 
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For a droplet with radius a ,  the resonant wavelength occurs 
as X!,,,~. Because of spherical symmetry, the selection of 

0.0 0.2 0.4 0.6 0.8 1.0 
rla 

the z-axis is arbitrary and, hence, the resonant wavelength 
ought not to be dependent on the azimuthal mode number 
m. In the Lorenz-Mie treatment of elastic scattering? the 
standard convention is to select the z-axis to be along the 
incident beam direction. For a spherical droplet, it is 
sufficient to specify the resonant wavelengths by two 
indices, xf,, . Each MDR is therefore (2n + 1) degenerate. 
The round trip length around each great circle of a sphere is 
the same, in the model which assumes the internal radiation 
to be confined in great circles that are inclined at various 
0's for the different m-MDRs. Depending on the mode order 
1, the internal radiation can be pictured as circulating in 
circles with a/n(w) < r < a. 

wavelength or frequency shifted from the (2n + 1) 
degenerate MDR (with xf,) of a sphere. When the 
distortion amplitude is small, the perturbation theory 
provides an analytical expressiong for the MDR frequency 
of a spheroid that depends on m2; 

~ o ( m )  - - [ 3m2 ] -- I-- , 
6 n(n + 1) 

(1) 
oo  

where o, is the frequency of a MDR at xf,,, and the 
distortion amplitude is e = (re - rp)/a << 1. The droplet polar 
and equatorial radii are rp and re, respectively. The radius of 
the equivolurne sphere is a .  

The frequency shift expressed in Eq. (1) is independent of 
polarization, mode order 1, and droplet radius a.  Three 
features are important in Eq. (1): (1) the frequency shift 
only depends on m2 and consequently, there are n + 1 
different m-MDRs, i.e., the shape distortion does not 
completely lift the degeneracy and the m-MDRs are still 
doubly degenerate; (2) the frequency splitting for the m- 
MDRs is not uniform, i.e., the Iml = n MDRs are more 
widely separated in frequency than the Iml<< n MDRs (see 
Fig. 5); and (3) the frequency shift from w, for the Iml = n 
MDRs is positive (for prolate spheroid with rp > re) and is 
negative (for oblate spheroid with rp < re). Figure 5 shows 
the frequency shift for the various m-MDRs for both prolate 
and oblate spheroids that have the same absolute value of e. 

(a) oblate 

(b) prolate 
Figure 4 The internal intensity distribution as a 
function of 0 for n = 468 MDRs with Iml = 1, 100, 
and 468. lllllIIIljiI I 1 1  1 . 1  I I _a 

m =O 0o mi*(,-2) m = f n  

Resonant Modes of a Spheroid: Oblate or Figure 5 The schematic of the frequency shift 
Prolate expressed by Eq. (1) for (a) oblate and (b) prolate 
For a spheroid, both T-matrix calculations8 and spheroid. o, is the MDR frequency for a sphere 
perturbation theory9 have shown that the m-MDRs are with same mode number n. 



In principle, by determining whether the frequency shift of 
Iml = n MDRs is positive or negative, the sign of e can be 
determined and hence, be able to determine whether the 
droplet is a prolate or oblate spheroid. 

The evolution of MDRs from a perfect sphere, where each 
n-MDR is (2n + 1) degenerate, to a slightly distorted oblate 
spheroid and, finally, to a more distorted oblate spheroid is 
shown in Fig. 6. The splitting between the n-MDRs can be 
readily estimated from asymptotic formulae,1° which for 
water droplets with a = 50 pm is about 26 cm-l. When the 
distortion amplitude e becomes large, the frequency 
splittings of the m-MDRs can approach that of the n-MDRs 
and, consequently, the elastic scattering or lasing spectrum 
will appear as a continuum. 

(b 
sphere 

Figure 7 (a) The laser-induced fluorescence image 
of acetone vapor from a continuous droplet 

oblate stream. The laser beam is incident from left to 
ns -0  right. (b) The fluorescence-intensity profile 

(c)- across the acetone droulet stream (along the x-  

oblate 

Figure 6 The evolution of MDRs from a perfect 
sphere (a), to a slightly distorted oblate spheroid 
(b), and to a severely distorted oblate spheroid 
(c). For a perfect sphere, all the azimuthal modes 
of a MDR with mode number n are (2n + 1) 
degenerate. In (b), these degenerate modes appear 
to be broadened if spectrally unresolved, or are 
split if spectrally resolved. In (c), the split 
azimuthal modes form an overlapping spectrum. 

Determination of Evaporation Rate 
Direct visualization of the fluorescence form the vapor 
emanating from the evaporating droplets can be achieved. 
Figure 7 is a gray-scale image of the randomly spaced 
acetone droplets and acetone vapor surrounding the droplet 
stream. The fluorescence is strongest from the acetone 
droplets. The fluorescence from the acetone vapor trail can 
be seen for many droplet diameters on both sides of the 
droplet stream as the vapor diffuses and convects into the 
surrounding air. A magnified portion of the droplets shows 
a greater amount of acetone vapor trailing behind the 
flowing droplets which are traveling some 10 m/sec 
downward. 

The vapor trail of surrounding droplets can affect the 
evaporation of individual droplets. One method of 
determining the evaporation rate of interacting droplets 
involves two separate measurements of the droplet radius at 
time to and then at a later time to + At. Any change in 
droplet radii Aa during At can be directly related to the 
decrease in droplet surface area as a result of evaporation. 

axis) which is obtainedAby integrating thg data in 
(a) along the vertical direction (z-axis). 

Another method of determine the evaporation rate involves 
one single measurement of the decrease in the radius of " 
droplets in a linear stream. Because each droplet is 
produced with the same volume, any differences in the 
droplet radius must be ascribed to evaporation process. 
Figure 8 illustrates the relationship between the change in 
radius Aa with the change in n-MDR wavelength Ah, i.e., a 
smaller droplet requires a shorter wavelength to be resonant 
with the same e, n MDR. 

Figure 8 Two sets of MDR peaks with the same 
mode number n's from two droplets with different 
sizes. The consecutive n's imply that these MDR 
peaks are associated with the same order number 
e. 

The ethanol droplets used in this experiment contain a laser 
dye (5 x lo4 M Rhodamine 6G) chosen for its low lasing 
threshold and for its orange-red lasing emission. Figure 9 



Figure. 9 The experimental arrangemznt. A laser 
beam is focused into a sheet and irradiates a 
continuous droplet stream (not shown) or an 
isolated segmented droplet stream. The dye- 
lasing signals from the droplets are collected at 
90" with respect to the laser sheet. A CCD camera 
(not shown) records simultaneously the 
wavelength dispersed lasing spectra (along the 
horizontal axis) and the spatial location of each 
droplet (along the vertical z-axis). 

shows the experimental setup that is able to detect 
simultaneously the MDR peaks in the lasing emission from 
numerous droplets in a continuous droplet stream or in an 
isolated droplet-stream segment. The green second- 
harmonic output of a Q-switched Nd:YAG laser (with 
wavelength at 532 nrn and pulse duration of 7 ns) is focused 
with a cylindrical Iens into a sheet along the droplet 
stream. Approximately 20 droplets, including the lead 
droplet in the segment are illuminated simultaneously by 
the sheet of green pump-laser beam. All the droplets 
except the lead droplet have a measured a = 40.7 pm and v = 
10 m/s. The lasing droplets are imaged onto the entrance 
slit of an image spectrograph which is aligned at 90" with 
respect to the green-laser sheet. The droplet lasing spectra 
are dispersed along the spectrograph horizontal axis 
(wavelength) and the spatial position of the droplets, 
which is imaged along the entrance slit, is preserved along 
the vertical z-axis. A CCD camera (not shown in Fig. 9) is 
positioned at the exit plane of the spectrograph. With a 
single green-laser shot, a portion of the lasing spectra, 
consisting of the MDR-related peaks, is recorded while 
preserving the spatial locations of the droplets. 

Figure 10 shows the lasing spectra (in grey scale and for 
wavelength between 588 and 592 nm) from 24 individual 
droplets in a continuous linear stream of droplets. For each 
droplet along the z-axis, the three bright lasing peaks 
correspond to three MDRs having the same order number -f 
but with consecutive mode numbers n, n + 1, and n + 2. The 
MDRs of a specific n is slightly shifted toward shorter 
wavelength for the droplets that are progressively further 
from the orifice (i.e., for the downstream droplets). The 

same amount of blue-shift wavelength, for the droplets 
further downstream, is evident with all the three n-MDRs. 
Small amount of curvature (or bowing) in the h versus z 
(along the stream) data of Fig. 10 is attributed to the 
inevitable aberration of the spectrograph. For a MDR of 
fixed .! and n and hence, for a fixed xi,,, a change in the 
wavelength d h  corresponds to a change in the droplet 
radius, i.e., Aa = (a/X)Ah. This progressive shift of the 
MDRs to shorter wavelengths indicates that the droplets 
generated earlier or located further downstream from the 
orifice are smaller. consistent with the fact that these 
downstream droplets have had longer time to evaporate. 
Because all the droplets are in the same environment, the 
evaporation rate for each droplet in the continuous stream 
should be identical. We deduce from the spectral shift data 
that the radius change is approximately 1.4 nm between 
successive droplets that are-temporally generated 0.02 ms 
apart. Hence, the surface area change per unit time of each 
droplet in the continuous stream (dA/dt),,,,,, is equal to 
-7.2 x cm2/sec. Because of the vapor wake effect of 
the preceding droplets, this evaporation-rate is lower than 
that of a single ethanol droplet which is estimated to be 
(dA/dt)single = -1 1.4 x l W 4  cm2/sec. 

I I 

58 8 590 
wavelength (nm) 

Figure 10 The spectrally and spatially resolved 
CCD recording of the lasing droplets in a 
continuous droplet stream. All the droplets are 
uncharged. The distance between the center of the 
droplet stream and the orifice is 20 mm. 

Evaporation Rate Measurement in a Segmented 
Stream 
Figure 11 shows the spatially resolved MDR-related lasing 
spectra of an isolated uncharged-droplet segment that 
includes the lead droplet (droplet #I). Note in Fig. 11 the 
dark region below the lead droplet indicates that the 
unwanted charged droplets have been successfully deflected 
and well separated from the uncharged segmented-droplet 
stream. In fact, by 20 mm below the orifice, the lateral 
displacement of the charged-droplet stream is several 
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(a) 20 mm below the orifice (b) 25 mm below the orifice 

wavelength (nm) wavelength (nm) 

Figure 11 The spectrally and spatially resolved CCD recordings of an isolated segmented droplet stream 
at (a) 20 mm below the orifice and (b) at 25 mm below the orifice. Between (a) and (b), the time delay of 
the pump laser pulse is 0.5 ms. The lasing spectrum of the lead droplet is a continuum. Droplet #2, 
which is distinct in (a), is just about to coalesce with the lead droplet in (b). 

millimeters from the uncharged-droplet segment. Figure 
l l (a)  records the MDR-related dye-lasing spectrum of 18 
uncharged droplets at 20 mm below the orifice of droplet 
generator. Figure 1 l(b) records the MDR-related dye-lasing 
spectrum at 25 mm below the orifice. This further distance 
downstream measurement [Fig. l l (b)]  is achieved by 
delaying the green pump-laser pulse for 0.5 ms relative to 
the charging pulse and by raising the height of the entire 
droplet generator along with the charging collar and the 
deflection plates by 5 mm. During the time required to raise 
the height of the assembly (droplet generator, charging 
collar, and deflection plates), it is confirmed that the 
droplet generator is producing the highly stable droplets, 
e.g., by noting that in Figs. l l ( a )  and l l (b) ,  the 
wavelength spacing between MDRs with consecutive n's 
are equal. 

The position difference of the droplet segment in the CCD 
pictures in Figs. l l(a) and l l (b)  is attributed to the larger 
drag that effects the droplet segment. When the deflecting 
voltage is turned off, the uncharged segment travels along 
the same line as the stream of charged droplets. However, 
there exists a slight change in the droplet-droplet spacing 
between the last charged droplet and the first uncharged 
droplet, i.e., between the transition of the charged and 
uncharged segments. This slight variation in the droplet- 
droplet spacing is attributed to the unbalanced Coulomb 
repulsion among the droplets in the continuous stream, at 
the transition of the charged and uncharged segments. The 
distinguishable transition region enables us to keep track 
of the location of the uncharged droplets even when these 
droplets form part of the continuous stream. In the CCD 
pictures (not shown), when the deflecting voltage is off, 
the uncharged droplets appear at the same position when 
this segment is at z = 20 mm [as in Figs ll(a)] and at z = 25 
mm for an extra 0.5 ms delay [as in Fig. ll(b)]. In fact, 
this is how we determined the droplet flow speed to be 

v = 10 m/s. However, when the downstream charged 
droplets, along with their vapor wake, are deflected, the 
increased drag slows down the droplets flow in the 
uncharged segment. A decrease in droplets flow speed 
results in the droplets position difference observed between 
Figs. l l(a) and ll(b). 

In Figs. 1 l(a) and ll(b), for the droplets further upstream 
in the segmented stream, the progressive wavelength shift 
to shorter wavelength (e.g., for droplet #18 through 
droplet #7) is similar to that in the continuous droplet 
stream shown in Fig. 10. Consequently, we conclude that 
the evaporation rate for these upstream droplets in the 
isolated segment is equal to that of a droplet in the 
continuous stream. However, for droplet #6 to droplet #2 
in the isolated segment, the MDRs are shifted more towards 
the shorter wavelength, implying that the droplet radii for 
these five droplets are decreasing faster because their 
evaporation rates are larger than that of the droplets further 
upstream (e.g., for droplet #18 through droplet #7). 
Because of the severe shape distortion of the lead droplet, 
the lasing spectrum of the lead droplet is a continuum. 
Unfortunately, we are not able to determine the size of the 
lead dro~let  from the MDR-related ~ e a k s  in the continuum 
lasing spectrum. By viewing through a microscope, we can 
verify that the lead droplet is much larger (i.e., about 3x the 
volume of the trailing droplets) and much more distorted 
than the trailing droplets. 

By comparing Figs. l l (a)  and ll(b), it is noticed that all 
the MDRs for the droplets at z = 25 rnrn below the orifice 
are further shifted to shorter wavelength relative to the 
corresponding MDRs for the droplets at z = 20 mm. In 
particular, the relative MDR shifts for droplet #6 through 
droplet #2 at z = 25 mm [see Fig. ll(b)] are larger than 
those at z = 20 mm [see Fig. ll(a)]. At a flow speed of 
10 rn/sec, these droplets at z = 25 mm have been out of the 



orifice = 0.5 ms longer than when these droplets were at 
z = 20 mm. When the droplets have unequal evaporation 
rates, the differences in the droplet size become more 
apparent the further away the droplets are from the orifice 
or the longer the droplets have been out of the orifice. 
Also, it can be noticed that droplet #2 is well separated 
from the lead droplet at z = 20 mm from the orifice, and 
however, droplet #2 is about to coalesce with the lead 
droplet at z = 25 mm below the orifice. At further distance 
from the orifice (z > 25 mm), droplet #2 actually coalesces 
with the lead droplet, because the lead droplet experiences a 
larger drag than the trailing droplets. 

The droplet evaporation rate dA/dt can be readily deduced 
from the MDR-related lasing spectra that are shown in 
Figs. 1 l(a) and 1 l(b). Between the droplets at z = 20 mm 
and at z = 25 mm, the MDR shift Ah for each droplet can be 
directly related to the droplet size change Aa because 
Aa = ( d A )  Ah. Furthermore, Aa is related to the surface area 
change because AA = 81taAa. In addition, it is known that 
the relative time difference At = 0.5 ms between the 
droplets at z = 20 mm and at z = 25 mm. Hence, we can 
readily estimate the evaporation rate for each droplet in the 
isolated segment. The measured evaporation rates for 
droplet #2 through droplet #7 in the isolated droplet-stream 
segment are tabulated in Figure 12. We are unable to 
estimate the evaporation rate of the highly distorted lead 
droplet because it yields a continuum lasing spectrum. 
From Fig. 12, it is apparent that the evaporation rates for 
droplet #2 through droplet #6 in the isolated segment are 
unequal, i.e., the evaporation rates are progressively 
smaller for the trailing droplets. However, the evaporation 
rate for the droplets trailing behind droplet #6 (in the 
isolated droplet segment) is nearly equal to the evaporation 
rate for the droplets in the continuous stream. 

#n 0 d&= -7.2 x 10 -'cm Ysec 

dA= -7.5 x 10-'cm Ysec 
" 0 dt 

#5 0 dA= -8.1 x 10-'cm Ysec 
dt 

#I 0 ? (continuum spectrum) 

Figure 12 The tabulation of droplet evaporation 
rates (expressed as the decreasing rate of the 
droplet surface area) for the first several droplets 
in a segmented droplet stream. Because the lead 
droplet is so distorted that evaporation rate 
cannot be determined with the spectroscopic 
technique. 

Determination of Droplet Shape Deformation 
The "comet tail" or >-shaped lasing spectra shown in Figs. 
10 and 11 is a manifestation of droplet shape distortion. 
At low pump intensity (= 5 Mw/cm2), the lasing image 
from each droplet is an orange ring (the center wavelength 
of the lasing emission is at 590 nm) that is brighter at the 
droplet equator and dimmer toward the droplet poles. The 
intensity variation along the droplet rim is because the 
equatorial MDRs (with Irnl = n) have better spatial overlap 
with the internal distribution of the pump radiation. Thus, 
these Irnl = n MDRs reach the lasing threshold before the 
MDRs near the poles. At high-pump intensity 
(= 10 Mw/cm2), the bright orange ring of lasing droplet 
image becomes more uniform because the lasing gain is 
saturated for the equatorial MDRs (with Irnl = n). In 
addition, the lasing threshold is also reached for those 
polar MDRs (with !ml = 0) that have smaller spatial overlap 
with the internal distribution of the pump intensity. In 
order to achieve the lasing emission from the entire droplet 
rim, the input laser intensity is kept at about 10 Mw/cm2 
throughout the experiment. 

Wavelength (nm) 

Figure 13 The left side shows at low 
magnification (2x), the entire image of lasing 
droplets (20 mm below the orifice) fits into the 
spectrograph entrance slit (200 pm wide). The 
right side shows the spatially preserved 
wavelength-dispersed data captured by a CCD 
camera. Note that the 3-shaped curve is barely 
resolved spatially. 

The left-hand side of Fig. 13 shows that, with low 
magnification (= 2x), the entire image of twelve droplets 
(centered at z = 20 mm downstream of the orifice) fits into 
the image spectrograph entrance slit (200 pm wide by 1 cm 
high). With medium magnification (= 5x), only the right- 
hand or left-hand halves of the circular image of five 
droplets (centered at z = 15 mm) are imaged on the entrance 
slit (250 pm wide by 1 cm high) [see left-hand side of 
Figs. 14(a) and 14(b)]. Figure 15(a) shows that with large 
magnification (= 20x), the right half of a single droplet (at 
z = 10 mm) is imaged on the spectrograph entrance slit 
(800 pm wide by 1 cm high). Figure 15(b) and the right- 
hand sides of Figs. 13 and 14 display (in grey scale) the 
CCD recordings of the spectrally dispersed laser emission 
for the droplet images shown on Fig. 15(a) and on the left- 
hand sides of Figs. 13 and 14. Notice that all the spatially 
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Figure 14 At medium magnification (Sx), the 
CCD image of the lasing droplets (15 mm 
below the orifice) as they appear at the entrance 
slit (250 pm wide) of a spectrograph (left 
column). For (a) the right-half rim and for (b) 
the left-half rim is imaged onto the slit. The 
spatially preserved wavelength-dispersed data 
captured by a CCD camera are shown on the 
right side. Note the 2 -  and c-shaped curves are 
better resolved spatially than in Fig. 13. 

preserved spectra exhibit c-shaped or 3-shaped curves 
(similar spectra have been shown in Figs 10 and 11). For 
the droplet size-parameters (x = 379) and fixed polarization 
(TE or TM), the consecutive n-MDRs (for a fixed l )  are 
separated by = 1.25 nrn at h = 591 nm. At least three n- 
MDRs are detected in Figs. 7.2 and 7.4(b) and four n-MDRs 
are detected in Figs. 14(a) and 14(b). 

When the entire droplet is imaged into the entrance slit of 
an image spectrograph (as shown in Fig. 13), the spectral 
resolution of the spectrograph is limited by the entrance- 
slit width. However, when the image on the entrance slit is 
a sharp line source (as the semi-circular rings shown in 
Figs. 14 and 15), the spectral resolution of the image 
spectrograph is limited by the source line-thickness, not 
by the slit width. Hence, the spectral resolutions in 
Figs. 14 and 15 are better than that in Fig. 13, even though 
the slit widths in Fig. 14 (500 pm) and Fig. 15 (800 pm) 
are wider than the slit width in Fig. 13 (200 pm). 
Consequently, the c-shaped or 2-shaped curves in Figs. 14 
and 15 are sharper than the 2-shaped curves in Fig. 13. 

The first cause of the c-shaped or 3-shaped curves is 
attributed to the wavelength dispersion of h(m) of the 
lasing radiation that leaks from the entire droplet rim. The 

Wavelength (nm) 

Figure 15 (a) At larger magnification (20x), 
the right half of circular image of a single 
droplet (10 mm below the orifice) fits into the 
entrance slit (800 pm wide) of a spectrograph. 
(b) The spatially preserved wavelength- 
dispersed data captured by a CCD camera. 

wavelength of the lasing emission extending from the 
droplet equator (e = 90") to the droplet poles (0 = 0") is 
associated with the m-mode MDRs ranging from Irnl = n to 
Irnl = 0, respectively. The energy density of a m-mode 
MDR with mode number n peaks at (3 = sin-l(rn/n). From 
geometrical consideration, cose = (Azla), where IAzl I a is 
the projection of the rim along the spectrograph slit, 
measured from the center of each droplet [see Fig. 16(a)]. 
By using w(m) from Eq. (1) [see Fig. 16(c)] and Irnl = nsine 
= n[l - ( ~ z / a ) ~ ] l / ~ ,  the wavelength from various points on 
the droplet rim can be related to the vertical displacement 
Az from the droplet center, 

where h, is the wavelength of the degenerate MDRs, i.e., h, 
= 2nc/wO, where c is the speed of light. In deriving Eq. (2), 
it is assumed that lel << 1 and nl(n+l) = 1, which is valid for 
the droplet with size parameter x >> 1. 

Note that the shape of h(Az) is parabolic with respect to Az 
[see Fig. 16(b)]. More importantly, the orientation of the 
parabola is dependent on the sign of e or on the shape of 
the droplet, i.e., h(Az) is >-shaped for an oblate spheroid 
[shown in Fig. 16(b)] and c-shaped for a prolate spheroid 



Figure 16 (a) Shows the definition of 0 and Az. 
(b) Illustrates the wavelength dependence of the 
light from different positions (with different 0 and 
Az) on an oblate droplet rim. Various parts of the 
parabolic X(AZ) curve can be related to the 
different m-MDRs. (c) The MDRs mode splitting 
and frequency shifts are based on Eq. (1) 

(not shown). Figure 16(b) also illustrates the 
correspondence of three specific m-MDRs (with Iml = n, Iml 
= n12, and m = 0) and their specific h(Az) for an oblate 
spheroid. The 3-shaped h(Az) curve shown in Fig. 16(b) 
corresponds to the lasing spectrum of all m-MDRs with a 
fixed order number .! and a fixed mode number n. 

The second cause of the c-shaped or >-shaped curves is 
associated with the artifact introduced by the semi-circular 
image of the droplet rim at the entrance slit. In addition to 
the dispersion, the spectrograph also images the object on 
the entrance to the exit plane. Because of the combined 
result of dispersion and imaging, the length of the c- 
shaped or 3-shaped h(Az) curve is dependent on whether the 
right half or the left half of the droplet is imaged onto the 
slit. The image artifact is linearly dependent on the total 
extent of the image on the entrance slit, e.g., the artifact in 
the spectrum in Fig. 15 should be about four times larger 
than that in Fig. 14 because the image on the slit in Fig. 15 
extends about four times wider than that in Fig. 14. 

Note that in Eq. (2), h(Az) does not depend on n explicitly. 
Therefore, the droplet distortion e can be determined just 
from the curvature of It(Az), without knowing or having to 
determine the mode number n. To determine the magnitude 
and sign of e from a CCD image in Fig. 15(b), correction is 
first made for the semi-circular-shape image artifact. The 
image artifact is determined by setting the spectrograph 
grating to the zeroth order and taking a CCD picture when 

only the semi-circular image artifact is present. However, 
an angular factor of the grating needs to be taken into 
account for the image correction, because the grating angle 
at zeroth order is different from the grating angle when the 
dispersion of the laser emission is taken. The 
ex~erimental data mints are extracted from the CCD data 
by selecting peak intensity points along one segment of a 
2-shaped curve shown in Fig. 15(b). Figure 17 shows the 
semi-circular irnage-subtracted h(Az) data (designated as + 
points) which was previously displayed in Fig. 15(b) in 
the image-uncorrected form and thus, retained the image 
artifact. 

- Polynanial fitting 

0.0 1 + Lperimental data 

Wavelength (nm) 

Figure 17 The + symbols designate the image- 
artifact corrected h(Az) data extracted from one of 
the 3 -  curves shown in Fig. 15(b). The solid 
curve is the second-order polynomial fit ~ ( A z )  = 
C, + C ~ ( A Z / U ) ~ .  To reach the least-squared-error, 
C, = 591.8nm and C2 = -1.16 nm. 

Figure 17 also shows the second order polynomial fit [solid 
curve for h(Az) = C, + C ~ ( A Z / U ) ~ ]  of the corrected 
experimental data. C, and C2 are obtained from the least- 
squared-error fit. By using Eq. (2). h, = 591 nm and e = 
- 4 x lop3 are obtained, where the minus sign denotes the 
oblate shape. At z = 10 mm, the droplet distortion is 
caused by the residual quadrupolar shape oscillation induced 
during the production of the droplets just below the orifice. 
At the same height (z = 10 rnm), we can also observe the 
similar parabolic X(Az) lasing spectrum as in Fig. 15(b) but 
with the opposite orientation, i.e., the ~ ( A Z )  corresponds 
to a prolate droplet. By z = 20 mm, the shape oscillations 
have all been dampened by viscous forces and the residual 
steady-state distortion is caused by the inertial force 
associated with the flowing droplets. 

In Fig. 13, the droplet image is so small that the entire 
image enters the entrance slit (200 pm wide) and spans 
only a few CCD pixels size in the vertical direction. The 
actual CCD recording shows that the 2-shaped h(Az) curve 
is barely resolved spatially and therefore, we are not able to 
use the parabolic-curve fitting method to determine the 
droplet distortion e.  However, because the curved-image 
artifact of the spectrograph is proportional to the entrance- 
slit width while the dispersion of the spectrograph is 



independent on the slit width, the curved-image artifact in 
Fig. 13 is negligible for small slit widths. Hence, we can 
approximately attribute the 2-shaped curve to the spectral 
extent of m-MDRs ranging from Irnl = 0 to Irnl = n, because 
the lasing emission is from the entire droplet rim. From 
Eq. (1) or Eq. (2), the frequency extent of all m-MDRs ahau 
with Irnl ranging from 0 to n is found to be: 

where A,, is the degenerate MDR wavelength, which can be 
approximately assumed as the midway wavelength of the 3- 

shaped curve. Note again that Eq. (3) is only valid if the 
lasing emission occurs for all the m-modes, ranging from 
Irnl = 0 to Irnl = n. By using Eq. (3), e = -2 x is 
obtained for those droplets in Fig. 13, where the minus 
sign is deduced from the orientation of barely discernible 
"comet tails" in the CCD recording. 

Conclusion 
Both the spherical and spheroidal droplets serve as high-Q 
optical cavities, when the wavelength of the probe 
radiation (either of the incident or the fluorescent,/lasing) is 
much smaller than the droplet circumference. We reviewed 
the nature of the MDRs, which are highly sensitive to the 
droplet radius and the distortion amplitude of spheroids. 
From the spectral shifts in the n-MDRs, the droplet radius 
change can be deduced. From the parabolic-shaped 
wavelength variation along the droplet rim, the shape- 
distortion amplitude and its sign (assuming that the 
droplets are spheroidal) can be determined. 

Optical diagnostics techniques based on MDRs may be used 
to probe the affect of high energy/intensity microwave 
radiation on clouds of water droplets. The size and shape 
probing processes can occur during or after the microwave 
radiation. At present, these MDR-based techniques are 
limited to laboratory studies and necessitate the addition of 
dye molecules into the water droplets. In the future, the 
MDR-based techniques may be extendible to backscattered 
elastic scattering of clouds in the standard single-ended 
LIDAR configuration. 
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1. SUMMARY has, in fact, taken place. 

We present the results of measurements of 
explosive vaporization and plasma 
breakdown thresholds of micron-sized 
droplets irradiated by a pulsed CO, laser 
operating at 10.6 microns. Well-defined 
explosion and breakdown patterns are 
observed when the incident laser intensity 
exceeds the threshold value. In the infrared 
region, the breakdown threshold is larger 
than the vaporization threshold by a factor 
of approximately lo2. Although, to the 
authors knowledge, no analogous 
measurements of vaporization and 
breakdown thresholds of individual aerosol 
particles exist in the microwave region, 
scaling of our infrared measurements to 
deduce the corresponding microwave 
properties is possible using available 
theoretical models. When this scaling is 
performed, it suggests that a dramatic 
reversal of explosion and breakdown 
thresholds occurs in the microwave region. 
In this region, the microwave vaporization 
threshold is larger than the corresponding 
breakdown threshold by a factor of greater 
than lo4. Recent measurements of 
breakdown thresholds in aerosol-laden air 
provide indirect evidence that this reversal 

2. INTRODUCTION 

The propagation of a high-power beam of 
electromagnetic radiation generally involves 
strong interactions with matter present along 
the beam path. In many problems of 
practical significance, particularly those 
dealing with the propagation of 
electromagnetic beams through the 
atmosphere, interactions with aerosols 
present along the beam path are of 
importance. There is great diversity in 
these interactions, from moderate 
evaporative heating to explosive 
vaporization, and from elastic scattering or 
fluorescence to nonlinear optics and plasma 
formation. In the regime of high-power 
radiation, unless the aerosols are 
exceptionally transparent, heating and 
plasma interactions will be dominant. 
Moreover, as discussed below, both 
explosive vaporization and plasma formation 
are threshold processes; once the incident 
beam intensity exceeds the interaction 
threshold, the interaction exerts a dominant 
effect on the propagating beam. In this 
presentation, we summarize our 
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experimental and theoretical results on the 
explosive vaporization and plasma 
thresholds of micron-sized absorbing liquid 
water aerosol droplets interacting with 
intense infrared radiation (to our knowledge, 
no analogous studies exist for the case of 
microwave radiation). We then briefly 
discuss the significance of this work for the 
corresponding case of aerosols interacting 
with high-power microwave radiation. 

Our results indicate that absorbing liquid 
microdroplets interacting with intense 
infrared radiation may exhibit either 
explosive vapori~ation'.~ or spontaneous 
plasma f0rmation~9~. The processes occur 
when the fluence exceeds a well-defined 
threshold, with the plasma threshold larger 
than the explosive vaporization threshold by 
a factor of approximately 10,. Theoretical 
analysis of these processes has emphasized 
the importance of superheating in the 
initiation of explosive vap~rization'~~~~, and 
the onset of cascade ionization in the 
formation of a p l a ~ m a ~ > ~ .  Several detailed 
mathematical models of superheating 
explosions have been developed. These 
models include the effects of inhomogeneous 
laser irradiation6, and thermodynamic 

however, these models follow 
the temporal development of the 
superheating process only to the time where 
the internal temperature in some region 
within the droplet reaches the superheat, or 
spinodal, temperature, thereby avoiding the 
difficulties associated with modeling the 
superheating explosion itself. Recently, 
however, a model calculation was 
performed1° describing the superheating 
explosion. This model will be useful in 
correlating the "fate" of the irradiated 
droplet (e. g., whether it explodes as vapor 
or as a spray of smaller droplets) with beam 
parameters such as laser wavelength, 
intensity, and pulse duration, and droplet 
characteristics such as composition and size. 

A common feature of the experimental 
observations of microdroplets irradiated by 
intense infrared radiation (in the present 
experiment, this radiation is provided by a 
pulsed CO, laser operating at a wavelength 
X = 10.6 microns), is the initiation of 
superheating or plasma emission on either 
the "illuminated" or "shadow" side of the 
droplet, depending on whether the emission 
initially occurs on the hemisphere closest to, 
or furthest from, the incident laser beam. 
Weakly absorbing droplets generally exhibit 
shadow side emissions, whereas emissions 
on the illuminated side occur for more 
strongly absorbing droplet media. These 
observations are in agreement with the 
results of the several model calculations 
cited above. 

3. EXPERIMENT 

Our measurements consist of observing 
superheating explosions and plasma plumes 
in micron-sized droplets of water and other 
liquids, following irradiation by an intense 
beam of CO, laser radiation (temporal pulse 
length about 100 nsec). Figure 1 illustrates 
the experimental arrangement (for additional 
experimental details, see reference 1 1). The 
microdroplet s, which are produced 
repetitively using a vibrating orifice aerosol 
generator (not shown), are subsequently 
irradiated by the CO, laser. Time-resolved 
observations of the irradiated droplets are 
obtained with the aid of an auxiliary 
Nd:YAG laser, focussed directly below the 
droplet stream with sufficient intensity to 
generate an air plasma. This plasma, 
visible for approximately 100 nsec, and 
capable of being initiated at selected times 
after onset of the CO, pulse, serves as a fast 
strobe light with which to view the 
irradiated droplets. The droplets may either 
be observed directly using the microscope, 
or photographed by the camera. Figures 2 
and 3 display typical photographs of 



irradiated droplets obtained using our 
apparatus. The photographs give both 
temporal sequences (obtained by varying the 
delay of the YAG pulse), and fluence 
sequences (obtained by attenuating the CO, 
pulse). It is noteworthy that, corresponding 
to a fixed set of laser and droplet 
characteristics, droplet explosions display 
well-defined and reproducible explosion 
patterns. 

Inspection of the photographs, such as those 
shown in Figs. 2 and 3, reveal several 
features of interest. First, since water is 
more absorbing than ethanol at 10.6 
microns, water explosions initiate on the 
illuminated side whereas ethanol explosions 
initiate on the shadow side. Figure 4 shows 
the normalized source function (i.e., the 
ratio of the internal energy density to the 
incident energy density) for water and 
ethanol droplets. These source function 
plots clearly suggest that water heating 
should occur on the illuminated side 
whereas ethanol should heat on the shadow 
side. Second, there exists a fluence 
threshold for superheating explosions. This 
feature is suggested in both Figs. 2 and 3; 
below a well-defined fluence, denoted by 
F,, no explosions are observed. Third, 
even for fluences above this threshold, 
superheating explosions initiate after a well- 
defined delay (e. g . , Fig. 2 gives a delay of 
approximately 2 microseconds for the case 
of water droplets). The presence of a delay 
may be modeled on the basis of 
homogeneous nucleation of vapor bubbles in 
superheated regions of the droplet, and 
therefore provides compelling evidence that 
the observed droplet explosions are, in fact, 
caused by superheating12. Fourth, the 
character of the explosions depends on the 
liquid medium; water, which is more 
absorbing than ethanol at 10.6 microns, 
explodes more violently. The recently 
developed1° model discussed above is 

capable of describing the characteristics of 
the explosion products. 

In an attempt to model the threshold fluence 
for droplet explosions, we assume that the 
threshold fluence corresponds to the 
situation where some portion of the doplet 
reaches the superheat temperature. In the 
absence of heat transport effects, this 
fluence is simply given by6 

where p and c, are the density and specific 
heat, AT is the difference between superheat 
and ambient temperatures, n and k are the 
real and imaginary parts of the complex 
refractive index, and S,, is the maximum 
value of the normalized source function. 
The normalized source function at some 
point r in the droplet is 

where E, and E are the incident and internal 
electric fields. Heat transport effects, of 
course, exist in the irradiated droplet; 
however, for the case of the pulsed laser 
sources considered here, droplet heating 
corresponds to the so-called "fast heating" 
regime7, for which Eq. (1) represents an 
excellent approximation. Consequently, we 
use Eq. (1) to model the threshold fluence. 
Figure 5 provides a comparison of threshold 
fluence measurements; data from this work 
are presented, as well as the results of 
 other^'>'^?'^. Two theoretical comparisons 
are given, using either ambient or 
temperature-dependent material properties; 
the use of temperature-dependent material 
properties evidently provides better 
agreement. The pronounced "dip" in the 
model threshold fluence evident at small 
droplet sizes arises because of the transition 
from shadow-to-illuminated side heating; 
additional data at these sizes is needed to 



experimentally confirm this feature. 
Considering the large uncertainty in the 
determination of the CO, laser spot size 
(approximately 50%), as well as shot-to-shot 
fluctuations in the laser pulse length, there 
is satisfactory agreement between theoretical 
and experimental values of the threshold 
fluence for droplet explosions. We did not 
attempt to model threshold fluence values 
for other liquids studied in these 
experiments (e.g., ethanol, shown in Fig. 3) 
because of the lack of knowledge of 
temperature-dependent material properties. 
We conclude that the agreement between 
measured and predicted threshold fluence 
values for droplet explosions, in addition to 
the observed delays in the explosions 
thenselves12, provide strong evidence that 
superheating is the dominant mechanism 
responsible for explosive vaporization in 
intensely irradiated microdroplets. 

We also measured threshold fluences for 
plasma initiation. We defined this threshold 
by the requirement that a visible spark be 
observed on approximately 50% of the laser 
shots. We also note that an audible 
acoustical "snap" accompanies the 
observation of the spark, providing an 
additional diagnostic test for the presence of 
a plasma. Figure 6 compares our data for 
water droplets with measurements of 
others3>14. Note that the thresholds for 
plasma initiation are larger by a factor of 
approximately lo2 than the thresholds for 
explosive vaporization, but still a factor of 
about 4 below the threshold for "clean" air 
(i. e., aerosol-free air) breakdown. Figure 
7 presents the results of our measurements 
on other liquids, and compares them with 
the results of others3s4. Observations for the 
"diesel cylinder" were made using the 
droplet generator with the piezoelectric 
shutter, responsible for producing droplets, 
turned off. 

4. MICROWAVE IRRADIATION 
OF WATER DROPLETS 

Since, to the authors knowledge, no 
experiments analogous to those described 
above have been performed for microwaves, 
in this section we shall discuss the scaling 
of our results from infrared to microwave 
radiation. For the case of explosive 
vaporization, Eq. (1) may readily be scaled. 
Inspection of Figure 4 shows that the source 
function is approximately unity for water at 
10.6 microns in the region of maximum 
heating (i. e., near the illuminated surface). 
We suggest that source function 
enhancement will likewise be small at the 
longer microwave wavelengths, where the 
internal electromagnetic field distribution 
approaches uniformity; moreover, at 
microwave wavelengths, significant 
absorption also tends to suppress the field 
variability. We therefore assume S,, = 1 
in Eq. (1). Then, using available values of 
the complex refractive index15, we find, e. 
g., that at an assumed microwave 
wavelength of 10 cm, 

Fth, 10 cmlFth, 10.6 microns = 171 

From Fig. 5, we see that F, is 
approximately 3 J/cm2 at 10.6 microns. 
Hence, the scaled explosive vaporization 
fluence threshold at a microwave 
wavelength of 10 cm is approximately 513 
J/cm2. (Note that, if S,,> 1 in the 
microwave region, this represents an uper  
bound for the fluence threshold). Assuming 
a microwave pulse length of 100 nsec gives 
the corresponding scaled microwave 
irradiance threshold of approximately 5.1 
GW/cm2 at a wavelength of 10 cm. 

Scaling infrared measurements of 
breakdown thresholds of water droplets to 
the microwave region may also be 
accomplished on the basis of an available 



model16. This model provides a theoretical 
expression for the breakdown irradiance 
threshold as a function of laser and droplet 
parameters; however, the model threshold 
expression exhibits a complex dependence 
on these parameters. Special cases of the 
general threshold expression do provide 
simple scaling rules, and we concentrate on 
these cases here. The model, which 
provides good agreement with measured 
aerosol breakdown thresholds in the 
infrared, assumes that cascade ionization is 
the dominant mechanism responsible for 
aerosol breakdown. This is a good 
assumption in the infrared, where the multi 
- photon ionization process is weak because 
of the large number of simultaneously 
absorbed infrared photons required for 
ionization. This assumption has increased 
validity in the microwave region, where 
photon energies are smaller. Other 
important model characteristics depend on 
the ratio of the temporal pulse length, t,,, to 
the characteristic breakdown time, t, (the 
time interval between succesive ionizing 
collisions), and on the dominant loss 
mechanisms for free electrons in the plasma. 
For laser pulse lengths greater than about 
100 nsec (the so-called "long pulse" 
regime), with electron diffusion assumed to 
be the dominant loss mechanism, the 
breakdown irradiance threshold assumes the 
simple form16 

where a is the droplet radius. This 
expression provides good agreement with 
measured infrared breakdown thresholds16. 
From Fig. 6, we see that 1 GW/cm2 is a 
typical breakdown threshold for 
approximately 50 micron water droplets 
irradiated by 10.6 micron infrared radiation 
(with t, = 100 nsec). For an assumed 
microwave wavelength of 10 cm, and the 
same assumed values for t, and a, the 

corresponding scaled microwave irradiance 
breakdown threshold is approximately lo5 
W/cm2. Multiplying this scaled microwave 
irradiance threshold by the assumed value of 
t, = 100 nsec, we obtain the corresponding 
scaled microwave fluence threshold of 
approximately 10 mJ/cm2. 

Comparison of the above scaling results 
reveals that there is a dramatic reversal in 
the magnitudes of the explosive vaporization 
and plasma breakdown thresholds when the 
transition from infrared to microwave 
radiation is made. By keeping the temporal 
pulse length and droplet size the same in the 
two wavelength regions, we have 
emphasized the importance of wavelength 
scaling. This results in the breakdown 
threshold being smaller than the explosive 
vaporization threshold by a factor of 
approximately lo4 at a wavelength of 10 cm 
(i. e., 10 mJlcm2/5 13 J/cm2), whereas it is 
greater than the explosive vaporization 
threshold by a factor of nearly 102 at 10.6 
microns (i. e., 200 J/cm2/3 J/cm2). Since 
the initiation time for plasma breakdown is 
faster than that for explosive 
vap~rization*>'~,'~, we suggest that this result 
further implies that explosive vaporization 
will not be observed in droplets irradiated 
by microwave radiation; however, slow 
evaporative vaporization will still occur. 

Although studies of individual droplets 
irradiated by microwave radiation have not, 
to the authors knowledge, been performed, 
breakdown thresholds of gases have been 
measured. In a recent study17, breakdown 
thresholds of laboratory air were measured 
at a microwave wavelength of 
approximately 10.5 cm. Discussions by one 
of us (RGP) with the author of this paper 
revealed that the breakdown threshold 
measurements were performed on unfiltered 
laboratory air, which generally contains 
aerosol particles similar to those found in 



the free troposphere. The measurements 
should therefore approximately apply to 
aerosol-laden air. The measured17 
breakdown thresholds lie in the mJ range 
(approximately 50 mJ at a pressure of 1 
atmosphere) for pulse lengths sf the order 
of 100 nsec. These thresholds are similar to 
our scaled microwave aerosol breakdown 
thresholds of 10 mJlcm2 at a comparable 
wavelemgth of 10 cm, and, significantly, 
they are smaller by a factor of 
approximately lo4 than the corresponding 
scaled microwave explosive vaporization 
thresholds at this wavelength. 

5. CONCLUSIONS 

In this paper, we have presented the results 
of measurements of explosive vaporization 
and plasma breakdown thresholds for 
aerosol particles in air, irradiated by intense 
CO, laser radiation at 10.6 microns. At this 
wavelength, vaporization thresholds are 
significantly lower than the corresponding 
breakdown thresholds; hence, as the 
incident laser intensity is raised, explosive 
vaporization will occur at a lower intensity. 
However, plasma breakdown will still be 
observed in the infrared, for intensities 
above the breakdown threshold, since the 
time scale for explosive vaporization is 
slower than that for plasma formation. 
Then, using our infrared data and theoretical 
models of the explosive vaporization and 
plasma breakdown thresholds, we obtained 
scaled explosive vaporization and plasma 
breakdown thresholds in the microwave 
region. In this region, the scaled 
vaporization thresholds are significantly 
higher than the scaled breakdown 
thresholds. Moreover, the time scale for 
plasma breakdown remains faster than that 
for explosive vaporization. This suggests 
that explosive vaporization will not be 
observed in the microwave region. Hence, 
plasma breakdown will be the only 

remaining threshold process for absorbing 
aerosol particles in the microwave region. 
Recent measurements of aerosol - laden air 
exhibit breakdown thresholds consistent with 
our scaled breakdown threshold values. 
However, we conclude that threshold 
measurements of individual aerosol 
particles, similar to those we have made in 
the infrared region, are needed to provide 
greater understanding of these important 
threshold processes that will effect the 
propagation of high - power microwave 
radiation through the atmosphere. 
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7. FIGURE CAPTIONS 

Fig. 1 - Schematic of experimental 
apparatus for measurement of droplet 
explosion and breakdown thresholds. 
Infrared radiation from a pulsed CO, 
laser is focussed by a 38mm focal length 
germanium lens onto single droplets 
produced by a vibrating -orifice generator 
(not shown). Exploding droplets are 
viewed or photographed through the 
microscope using back-illumina tion from 
an air plasma generated by a pulsed 
Nd:YAG laser operating synchronously 
with the CO, laser and the generator. 
The synchronization allows time-resolved 
photographs of exploding deoplets to be 
made at selectable times after initiation 
of the CO, laser pulse. 

Fig. 2 - Time-resolved photographs of 
exploding water droplets irradiated with a 
pulsed CO, laser. The left column 
shows a time sequence at a fixed laser 
fluence approximately equal to the 
threshold fluence for explosive 
vaporization, F,,; the right shows a 
fluence sequence at a fixed time after 
initiation of the CO, laser pulse. 

Fig. 3 - Same as Fig. 3, except for 
ethanol droplets. 

Fig. 4 - Upper trace - Normalized 
electromagnetic energy distribution 
(source function) inside a 52 micron 
water droplet irradiated along the 
negative z-axis with unpolarized 
radiation, 10.6 micron wavelength. A 
normalized radius is used for both y- and 
z- axes. Energy density and heating are 
highest on the illuminated side, causing 
the explosion to bo imitiated there (see 
Fig. 2). 
Lower trace - Same as upper trace 
except for ethanol droplets with 16.6 

micron radius. In this case, absorption is 
less, allowing radiation to penetrate and 
be focussed by the droplet; peak heating 
(and droplet explosion) occurs on the 
shadow side (see Fig. 3). 

Fig. 5 - Measurement of CO, laser 
fluence required to explode water 
droplets compared to predictions of 
superheat fluence. 

Fig. 6 - Measurements of water droplet- 
induced CO, laser breakdown thresholds 
obtained in the present work and by 
other investigators. 

Fig. 7 - Measurements of CO, laser- 
breakdown thresholds for various liquid 
droplet materials (this work), and for 
solid particles (previous work). Solid 
particles are seen to have lower 
thresholds than for liquid droplets. 
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1. A B S T R A C T  

During the past several years considerable effort has 
been put into the development of computational tech- 
niques for handling the scattering and diffraction of 
electromagnetic waves by an object. We can distin- 
guish between global techniques (e.g., the use of wave 
function expansion and integral equation) and local 
techniques (finite-difference and finite-elements meth- 
ods). 

In this paper we present a global technique to 
solve the full three-dimensional scattering problem by 
strongly inhomogeneous objects. This domain-integral 
is formulated in the frequency-domain. The strong 
form is weakened by using appropriate test functions 
and expansion functions. Subsequently, the domain- 
integral equation obtained is then solved using an it- 
erative Conjugate Gradient scheme combined with an 
efficient computation of the convolutional integral in- 
volved by using the Fast Fourier Transform algorithm 
(WCG-FFT method). In order to show the accuracy 
of the method we first compare the numerical results 
associated with the scattering problem by an inhomo- 
geneous dielectric sphere with the Mie-series solution. 
Then, numerical computations are carried out on a 
MRI-scan generated model of a human body inside a 
metallic enclosure with apertures. Here, we present the 
absorbed power density inside the human body. 

2. W E A K  F O R M  O F  T H E  D O M A I N  INTE-  
G R A L  EQUATION 

The domain integral equation that is obtained in its 
strong form is weakened by testing it with appropri- 
ate testing functions and expanding the electric vector 
potential with appropriate expansion functions. The 
advantages of this procedure are, firstly, that the grad- 
div operator acting on the vector potential is integrated 
analytically over the domain of the object only, and sec- 

ondly, that we have maintained the simple convolution 
structure of the vector potential. The integral equa- 
tion is formulated in terms of the electric flux density. 
The continuity of the normal component of the elec- 
tric flux density yields a correct implementation of the 
normal component of the electric field a t  the interfaces 
of (strong) discontinuity. No surface integrals that are 
directly related to surface-charges are introduced. The 
weak domain integral equation is solved using an iter- 
ative conjugate gradient scheme in which the convolu- 
tion integral is computed efficiently by using the Fast 
Fourier Transform algorithm. This procedure is intro- 
duced by Zwamborn and van den Berg in [I] and we 
shall only resume the results. 

We consider the problem of scattering by a lossy in- 
homogeneous dielectric object with complex permittiv- 
ity 

where E, denotes the relative permittivity of the object 
with respect to the lossless and homogeneous embed- 
ding with permittivity E O ,  and where a denotes the 
electric conductivity of the object. The incident elec- 
tric field is denoted as E{ = (E:, E$,E$). In this 
paragraph, we formulate the scattering problem as a 
domain-integral equation for the unknown electric flux 
density D = (Dl,  Dz,  D3) over the object domain D' 
as 

E{ (x) = - (kg + grad d i v ) ~ ( x ) ,  z E D', (2) 
~ ( 4  

where Ho = w ( ~ ~ ~ ~ ) f r  and the vector potential A = 
(A1, Az, A3) is given by 

in which the normalized contrast function x is defined 
as 
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Further, the three-dimensional Green's function G is dimensional scattering problems, such as the scatter- 
given by ing by a strongly inhomogeneous dielectric sphere and 

the computation of the absorbed power distribution 
G(x) = ex~(ikoIXl), Rj. 

( 5 )  inside a human body that is illuminated by an inci- 
4~1x1 dent plane wave. The human body is located inside a 

metallic structure with apertures. The human model 
is obtained from a MRI-scan generated dataset [3]. I t  

Testing a n d  expansion procedure  should be noted that is not the objective of the paper 
to discuss countermeasures against an electromagnetic 

we first introduce a discretization in the spatial do- health treat. Instead, we want to show the applicability 

= x2, x3), we use a uniform mesh with of the method for complex electromagnetic scattering 

grid widtlrs of , and nr3 in the n, x2 and x3 problems or studies concerning the analysis of possible 

directions, respectively. hazards caused by non-ionizing radiation. 

In order to cope with the' grad-div operator in 
Eq. (211 we test the strong form of Eq. (2) 3.1 Scattering by the  Dielectric Sphere 
tiplying both sides of the equality sign by a vectorial 
testing function *$?N,P('E), P = 11 213> and integrate In this paragraph, we present the case of a plane 
the result over the domain x E D ~ .  The testing func- wave incident on a radially inhomogeneous lossy di- 

(P tion P $ ! ~ , ~ ( X )  = $M,N,P(~)& is a volumetric rooftop electric sphere. For this test case, analytical results are 
function. available. The electric field is polarized parallel to the 

Using these functions we obtain the following weak xl-axis and propagates along the negative x3-axis. The 
formulation of the domain-integral equation origin of the sphere is located in {0,0, 0). We present 

the magnitude of the electric field strength inside a 

$P) c 2 { D ~ ! , K ~ ~ ~ , P ; I , J , K -  
lossy inhomogeneous sphere with &,.;I = 72, a1 = 0.9 

M,N,P = S/m and korl = 0.163 and ~ , ; 2  = 7.5, a 2  = 0.05 S/m 
I , J , K E B ~  q=l and kor2 = 0.314, where rl and r 2  denote the radius. 

A ( ~ )  I,J.K [ k o v ~ f , ~ , ~ ; ~ , ~ . ~  2 (P,E) + w&$,P;I,J,K]} 1 (6) In the WCG-FFT method we have used mesh sizes 
of 15 x 15 x 15 and 29 x 29 x 29 to discretize the sphere. 

in which denotes the set of discrete points located For the 29 x 29 x 29 case, the WCG-FFT method needed 
inside the object domain and 404 iterations to obtain a residual error less than 0.1 

3 
percent. On the Convex C230 this calculation took 

e i , ( ~ )  = c c E>,',"?K 15500 s CPU time and required 18 Mbyte of storage. 
M,N,f' In Figures l a  and l b  we present the magnitude of 

I , J ,KEB~ q=l  the electric field inside the sphere. Compared to the 
v ( ~ ' q )  
M,N,P;I,J,K 1 (7) Mie-series solution, it has been observed that the itera- 

tive WCG-FFT method produces very accurate results, 
i even for a coarse mesh. In case the mesh becomes more 

(P,P) - 
UM,N,P;I,J,K - L DS (x)*&:N,P (x) dense, it has been shown that the numerical scheme ap- 

proximates the analytical solution more accurate. 
.qi,x (.)dxl (8) 

@,q) - 
v ~ , ~ , ~ ; ~ , ~ , ~  - L Ds *$!N,P (x) 3.2 Scat ter ing by a Complex Strongly Inhomo-  

geneous S t r u c t u r e  

.*ti,x (x)dxl (9) 
Let us yet consider a human body located inside a 

( ~ 4 )  - 
W ~ , ~ , ~ ; ~ , ~ , ~  - lE DS div*g:N,P(x) metallic enclosure. This enclosure has three apertures. 

One small aperture in front of the eyes and the other 
div*EK (x)dx. (10) two apertures at both hand-sides. With respect to the 

human body the Cartesian reference frame is chosen 
In order to cope with the singularity of the Green's such that the xl-axis is parallel with front to back, the 

function we employ the spherical mean of Eq. (5) and x2-axis is parallel with left to right and the x3-axis is 
compute the vector potential by using a FFT algo- 

parallel with feet to head. The frequency of operation 
ritlim. More details can be found in [I]. 

is taken to be 450 MHz. The electroma~netic field is " 
polarized parallel to the x2-axis and propagates along 

3. NUMERICAL RESULTS the positive xl-axis. The human body is discretized 
into 21 x 31 x 53 subdivisons with mesh widths Axl = 

In this chapter we briefly discuss the applicability of 1.676 cm, Ax2 = 1.601 cm and Ax3 = 3.123 cm. For 
WCG-FFT for the numerical approximation of three- muscle we have taken Er,M =71.5, UM =0.83 S/m, for 



Figure 1: The magnitude of the electric field inside a 
strongly inhomogeneous sphere with &,,I =72, trl =0.9 
S/m and korl =0.163 and &,.I =7.5, a1 =0.05 S/m 
and korl =0.314. The results pertaining to a mesh of 
15 x 15 x 15 are presented by the symbols x and the 
results pertaining to a mesh of 29 x 29 x 29 are presented 
by the symbols *. The analytical solution (Mie series) 
is presented by the solid line. 

fat we have taken &,,F =15, t r ~  =0.22 S/m and for 
metal we have taken E ~ , I  =1, a1 =I000 S/m. Note 
that the subscripts M, F and I denote muscle, fat and 
metal, respectively. The WCG-FFT method needed 
862 iterations to obtain a residual error norm of less 
than 0.1 percent. On the Convex C230 this calculation 
took about 59000 s CPU time and required 37 Mbyte 
of storage. 

In Figure 2 we present the absorbed power density 
normalized to the maximum occuring power density in 
the human body. It should be noted that the absorbed 
power density is calculated as follows 

Figure 2a shows the xlx2-plane at x3 = 78.2 cm and 
in Figure 2b the 22x3 plane is shown at X I  = -1.676 
cm. It has been observed that the maximum values of 
the absorbed power density are located in the direct 
surroundings of the eye and brain tissue. Further, the 
absorbed power density is located a t  the outer bound- 
ary of the human body. This is expected because the 
penetration depth in the human body is limited for 
electromagnetic fields at 450 MHz. 

4. CONCLUSIONS AND FUTURE DEVEL- 
OPMENTS 

In this paper we have presented a weak formula- 
tion of the domain integral equation for solving three- 
dimensional scattering problems by strongly inhomo- 
geneous dielectric objects. It has been shown that the 
iterative WCG-FFT method is an accurate and power- 
ful tool to solve the frequency-domain integral equation 
and produces very accurate frequency-domain results. 
In order to obtain time-domain results, the WCG-FFT 
method could be extended in a fast marching-on-in- 
frequency procedure [2]. Subsequently, we use an in- 
verse Fourier transform. This matter is under investi- 
gation at the moment. Further, it is anticipated that 
a considerable saving of CPU time could be obtained 
by using a hardware implementation of the FFT algo- 
rithm. 
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DISCUSSION 

J. NITSCH 

1/ Did you also calculate the local and whole body SAR (Specific Absorption Rates) 

values in your model ? 

21  Did you compare your numerical results with those obtained by different numerical 

approaches for the same human-model ? Is there agreement ? 

AUTHOR'S REPLY 

11 The model only calculates the total electric field. Once the field has been calculated 

one can calculate related quantities easily. 

21 At the moment we are comparing the numerical results of this model with outer 

schemes such as FD-TD. However, there is some agreement and disagreement between 

the results. Hence, there is still some research to be done in this field. 
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ABSTRACT 

The Phillips Laboratory's Laser Effects Branch, 
PLIWSAE, performs laser interaction experiments on a 
wide range of materials, components, and subsystems, 
to understand the physics of interaction at high 
heating rates and to explore for any synergistic 
phenomenology in components and subsystems. This 
paper covers one such recently completed project: 
Critical Heat Flux Panel Experiments. The goal of the 
Critical Heat Flux Panel Experiments is to determine 
the necessary threshold laser irradiance to induce 
film boiling on the inside surface of a fuel tank. 
Film boiling describes the phenomena whereby a thin 
continuous vapor layer is formed on the heated 
surface, such as the inside surface of a fuel tank and 
effectively insulates the wall from the liquid within. 
Film boiling, once established, interferes with heat 
transfer by insulating the wall from the liquid, which 
allows laser energy to remain within the wall raising 
its temperature quickly to failure level. At heating 
rates below those required for film boiling, vapor 
bubbles form and detach continuously from the heated 
surface, a process referred to as nucleate boiling. 
This leaves both, plenty of liquid in contact with the 
wall and actually stirs up the liquid providing 
massive heat transfer from the wall. Thus, nucleate 
boiling is a very effective heat transfer mechanism. 
The Critical Heat Flux Panel Experiments have 
successfully established laser irradiance thresholds 
for achieving film boiling and ultimate failure of a 
metal tank. This paper describes in detail test 
design and special procedures utilized for this test 
series. ~ h e - ~ a ~ e r  also presents experimental results 
and its implications to theoretical models. 

1. INTRODUCTION 

In the later part of 1992 and early 1993, testing was performed at the 
Phillips Laboratory to investigate the critical heat flux for film boiling of 
JP-8. These tests were performed using the Electric Discharge Coaxial Laser 
(EDCL) 11, a carbon-dioxide laser at Kirtland AFB NM. 

The critical heat flux is important because it represents the maximum 
rate at which the liquid can cool the metal wall of a tank. Thus, if a laser 
can deposit more heat flux on the tank skin than the liquid's critical heat 
flux, the metal skin will rapidly heat up and fail due to internal pressure. 

The particular interest of these experiments is to determine the 
critical heat flux for JP-8 in a fuel tank. This information is not available 
in literature. In fact, complete JP-8 property information is very difficult 
to find, and in some cases unobtainable. Additionally, the vast majority of 
information on critical heat flux is for pool boiling where the bottom surface 
is being heated. The orientation of interest in these experiments is for 
fluid adjacent to a heated vertical wall. The physics of film and nucleate 
boiling is discussed in detail in the next section. 

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)" 
held in Ottawa, Canada 2-5 May 1994. 



2. PHENOMENOLOGY 

As laser energy is deposited on the metal wall of a tank, the metal 
begins to heat up and lose some of its thermal energy to the liquid. When 
heat is transferred through the wall of the tank to the initially static 
liquid, convective motion develops in the liquid driven by the density 
difference between hot and cool liquid. This removes hot liquid from contact 
with the heated portion of the wall and replaces it with cold liquid, thereby 
increasing heat transport. The velocity of motion, however, is limited due to 
the usually small density variation available in the liquid state, and heat 
transfer rates for simple convection are generally low compared to the heating 
rates of interest, which are for boiling. Therefore, the temperature of the 
wall will continue to rise as the laser provides more heat than can be carried 
away, until the wall temperature rises above the saturation temperature of the 
liquid (determined by the pressurization of the tank). At this point, small 
bubbles of vapor form (nucleate) against the hot tank wall, and a new heat 
transfer regime develops, called nucleate boiling. 

A vapor bubble will grow against the wall of the tank until the buoyant 
force on the bubble overcomes the surface tension that holds it to the wall. 
As the bubble begins to rise, fresh liquid fills the space it occupied and 
comes in contact with the wall, so that the process of bubble formation begins 
again. Heat transfer rates for nucleate boiling can be far higher than for 
simple convection for two reasons. First, the density difference between 
vapor and liquid is much greater than the difference between hot and cold 
liquid (unless tank pressure approaches the critical point of the material) 
which drives much faster fluid movement. Second, the heat absorbed by the 
boiling liquid includes the heat of vaporization in addition to the "sensible" 
heat required to heat the liquid from its initial temperature to saturation. 
Thus, the material leaving the heated wall is both, moving faster and carrying 
more heat per unit mass than in simple convection. 

Although nucleate boiling can sustain a much higher rate of heat 
transfer from the wall than can simple convection, the process is still 
limited. An essential requirement of the nucleate boiling process is that the 
bubbles of vapor leave the hot surface and be replaced by liquid. Thus it is 
necessary to have simultaneous movement of liquid to the surface and vapor 
away from it. The larger the heat flux that is being transferred from the 
heated surface, the greater the mass fluxes of liquid and vapor must be. For 
relatively low rates of nucleate boiling heat transfer, the movement of liquid 
toward the hot surface is slow, the volume of vapor bubbles is small, and 
there is minimal interference between the two motions. As the heating rate is 
increased, this situation changes. A point must be reached when the flow of 
liquid toward the hot surface will be strong enough to begin to restrict the 
movement of vapor bubbles away from the surface, and equivalently, the total 
cross-section area filled by vapor begins to restrict the flow path available 
to the liquid. Increasing the heat transfer rate beyond this level means 
further increasing the volume of vapor leaving the surface, which, in turn, 
interferes with the supply of liquid that can be converted to vapor. Clearly, 
there is a limiting maximum heat transfer rate that can be achieved. 

When the heat flux through the wall exceeds this limit, vapor is 
created at the wall more rapidly than it can leave the wall in the form of 
bubbles. This means that the bubbles of vapor forming against the heated wall 
will grow until they begin to coalesce, covering large areas of the wall 
surface with vapor. The limit of this process is the formation of a 
continuous film of vapor between the wall and the liquid. This is called film 
boiling. 

The critical heat flux can be viewed as the rate of heat transfer 
through the wall that is required to produce film boiling. In an area covered 
by vapor, heat can be removed from the wall only by transfer to and through 
the vapor. The primary processes at work are heat conduction through the thin 
layer of gas and radiative heat transfer from the wall to the liquid. 
Convective heat transfer through relatively low density gas, however, is much 
more difficult than by direct contact of the liquid with the wall; also, 
radiative heat transfer is ineffective until high wall temperatures are 
reached, being a function of T,'. The vapor film serves, in effect, as an 
insulating layer separating the wall from the liquid volume. As a result, the 
wall temperature increases tremendously (usually thousands of degrees) until 



an equilibrium heat transfer rate is reached and the wall temperature 
stabilizes. Normally, internal pressure will cause a failure of the metal 
before this equilibrium is reached. Thus to summarize, in nucleate boiling, 
the wall temperature can never very greatly exceed the saturation temperature 
of the liquid because the wall is continuously cooled by direct contact with 
the liquid; but in film boiling, only a small excess in heat flux above the 
critical heat flux can force the wall temperature to rise to failure. 

Formation and detachment of vapor bubbles at the wall is an unsteady 
process that includes some degree of randomness and is influenced by 
conditions at the wall, such as surface roughness. Geometry of the container 
may also influence the value of critical heat flux. Thus, critical heat flux 
is not a unique and precise material property of the liquid the way that 
density or viscosity is. Equations for predicting critical heat flux from 
fluid properties, as shown in the next section, should be recognized as 
approximations for a process that is subject to some variability. 

3. THEORETICAL FORMULATION 

In the above section, the discussion given of the mechanisms of boiling 
included the transfer of both sensible heat to warm the liquid up to the 
saturation temperature and the heat involved in vaporizing the liquid (latent 
heat of vaporization, H,). When discussing quantitative descriptions of 
critical heat flux, it is useful to separate these two processes, and begin by 
considering the case of the initial fluid temperature being equal to the 
saturation temperature, so that all the heat transfer occurs in the form of 
latent heat of vaporization. 

3.1 SATURATED BOILING 

From basic physics, the flux of latent heat transported by vapor 
leaving the heated surface, q,,,, is the mass flux times the latent heat of 
vaporization, H,. The mass flux is the vapor density, p,, times the vapor 
mean effective velocity, u,. Thus, 

The value of this effective velocity associated with critical heat flux must 
be determined semi-empirically. A number of different formulas can be found 
in the literature on pool boiling (Ref. 1). Four are shown below: 



The first quantity in brackets represents the mean effective velocity. The 
second term in brackets represents additional, dimensionless, correction 
factors used by some authors to improve the fit for behavior at high 
pressures. Specifically, q,,, is the heat flux to the saturated liquid, p, 
and p, are the densities of the vapor and liquid at saturation respectively, o 
is the surface tension for saturated conditions, H, is the latent heat of 
vaporization, and g is the acceleration due to gravity. 

The majority of the work that has been done on critical heat flux in 
pool boiling has involved heat transfer to liquid lying over a heated 
horizontal surface. The geometry of interest for this series of experiments 
is liquid lying adjacent to a heated vertical surface. 

Reference 2 presents a formula for critical heat flux which is at once 
simple and is based on testing done with boiling occurring around the exterior 
of a horizontal heated pipe of circular cross-section. Portions of the 
surface of the pipe present high inclination angles, so this result might be 
expected to represent behavior similar to that on a vertical plate. This 
formula is the same as the first equation presented above for the horizontal 
case (equation 2), the only difference being a different coefficient: 

NOTE: The units of all equaFions above for heat flux - latent heat of - 
vaporization are Watts/meterL. This paper presents all data in 
watts/centimeter2. 

When the initial temperature of the liquid is less than the saturation 
temperature, the liquid is said to be "subcooled." The critical heat flux is 
larger for a subcooled case than it is for the saturated case because the 
liquid will take up sensible heat in addition to the heat of vaporization. 
However, the effect of subcooling is greater than can be accounted for by just 
the extra heat that must be added to the liquid that is vaporized. This is 
because the strong convective motions involved in nucleate boiling bring much 
more liquid into contact with the wall than is actually vaporized. When the 
liquid is subcooled, all this unvaporized liquid also carries away heat. 

3.2 SUBCOOLING 

Because the heat transfer associated with subcooling is driven by the 
same fluid motions that transport vapor (and the heat of vaporization) away 
from the wall, both the flux of sensible heat and the flux of latent heat of 
vaporization tend to vary in proportion to the vapor flux off the wall. As a 
result, they also vary in proportion to one another. Consequently, the effect 
of subcooling is commonly represented by a factor that is multiplied by the 
saturated critical heat flux. The subcooling correction presented in 
Reference 2 is: 

where q, is the critical heat flux, C,, is the liquid specific heat, T,,, is the 
saturation temperature of the fluid, and To is the initial bulk temperature of 
the liquid. Note, that the initial bulk liquid temperature is valid only so 
long as the mass of liquid in the pool is large enough or the time of nucleate 
boiling is short enough that any bulk heating of the liquid can be neglected. 
The complete equation is obtained by multiplying equation (7) with the 
previous equations; for example, from Reference 2 equation (6) and (7) give: 



4. PRE-TEST PREDICTIONS 

This section presents pre-test calculations and also includes a 
discussion of material properties because they had such a large and important 
effect on the pre-test predictions. Therefore, this section begins with 
material properties and finishes with their effect on numerical predictions. 

4.1 MATERIAL PROPERTY ISSUES 

Two studies were conducted to provide information on the properties of 
JP-8 in July 1992 and October 1992. Several significant uncertainties were 
identified. One of these was saturation pressure. This is obviously an 
important parameter for test planning, and it also has a significant impact on 
the calculation of critical heat flux from equation 7. Actually, JP-8, also 
known ae commercial Jet-A fuel is made up of 40 percent kerosene and 60 
percent aromatics-distillates. Kerosene is a mixture of a number of 
hydrocarbon liquids, and the distillates further complicate matters. Both 
studies found sources in the literature giving a "bubble point" for kerosene 
at one atmosphere of about 170 degrees C, but information for higher pressures 
was not found. One of the studies estimated a "saturation" temperature for 65 
psia (446 kPa) by making a calculation for a mixture for octane and dodecane 
that would have a one atmosphere vapor pressure at 170 degrees C. The other 
one used the same approach, but assumed a mixture of octane and nonane. Both 
studies predicted a temperature of 260 degrees C for 65 psia. 

For the specific heat of the liquid, the first study used data for RP-1 
(References 3) showing a specific heat of 1349 J/Kg-C at 140 degrees C. The 
second effort utilized a Russian source (Reference 4) indicating a value of 
3210 J/Kg-C for a kerosene based liquid that is similar to JP-8. The latter 
value is therefore treated as the preferred estimate for specific heat. 
Surface tension at elevated temperature and pressure is also a source of 
uncertainty. The second study sites a specific value for 192 degrees C, which 
is used as the preferred estimate, while'the first one identifies a broad 
range of uncertainty. Table 1 summarizes the material properties estimates 
given by in both studies. 

TABLE 1. PROPERTIES 
ONE - Two - 

p, density of vapor W/m3 11.5 12.5 

PI density of liquid Kg/m3 800 628 

a surface tension N/m ,002-. 01 .0088 

H, heat of vaporization J/Kg 246,541 250,000 

C,, liquid specific heat J/Kg-OC 1349 3210 

T,,, saturation temp. for 14.7psia "C 170 170 

T,,, saturation temp. for 65 psia "C 260 2 60 

To initial liquid temp. OC 30 3 0 

9 acceleration of gravity ~/eec' 9.8 9.8 

4.2 PRE-TEST PREDICTIONS: NUMERICAL CALCULATIONS 

The pre-test predictions are summarized in Table 2. The initial pre- 
test predictions were made using the Science Applications International COrp. 



material properties (referred to as study one); using equations (4) and (7) 
above over a full range of surface tension values. The results were: 

For 65 psia: Critical Heat Flux = 86 - 129 W/cm2 
Later, material properties considered more accurate became available from 
Physical Sciences Inc. (referred to as study two) and were utilized for an 
updated pre-test prediction. Additionally, equation (6), which included a 
vertical orientation, was included. Table 2 summarizes the pre-test 
predictions. Pressures of 12 and 65 psia are shown. Table 2 also shows the 
calculated temperature values that went into these predictions. 

TABLE 2. PRE-TEST PREDICTIONS 

qsat Subcoolinq 14.7 PSIA 65 PSIA 

Temperature Predictions 14.7 PSIA 65 PSIA 

To (initial) 3 O°C 3 O°C 

5. DESCRIPTION OF TESTS 

This section describes the test series in detail. It includes a 
detailed discussion of the test apparatus used, the various diagnostics used 
to determine the laser conditions at the target plane, and the test procedure. 

5.1 TEST APPARATUS 

A test apparatus was designed and fabricated for measuring the critical 
heat flux of various liquids for a wide range of pressures. The test unit is 
a stainless steel container capable of holding fluid at pressures of interest 
(several atmospheres), it has built-in feed-throughs for accessing the 
instrumentation leads. Its inside dimensions are approximately 12.5 cm in 
length and a diameter of approximately 10 cm. One of the end walls of the 
test unit is removable; this feature allows the inside of the test wall 
material to be in direct contact with the liquid, and the outer surface 
exposed to the laser, while containing the liquid at various pressures. In 
addition, this design feature makes it possible to instrument and replace the 
test wall material, thus allowing a variety of wall materials to be tested. 

One side of the test unit has a plexiglass window which permits 
observation of the interior of the unit during laser irradiation using high 
speed cameras. This provision on the container allows for excellent 
diagnostics of the phenomenology of bubble formation on the vertical wall. 

The EDCL I1 laser at Kirtland AFB was used for the experiments. The 
sample wall material used in this test series was a stainless steel, 2 mrn 
thick. The laser beam was directed at the center of the sample wall material. 
Spotsizes were chosen to be large compared to the thickness to allow 1-D heat 
transfer through the wall. 

5.2 DIAGNOSTICS 

Test diagnostics and measurements included the following: 

- Laser Output Power: The output power is measured using a Water 
cooled calorimeter. Power versus time measurements for the entire duration of 
laser run time are performed for every laser firing. 



- Power at Target Plane: This measurement is performed using a 
calorimeter located at the target plane. Power measurements at this location 
provides direct measurement after the laser beam has gone through the relay 
optics of the experimental setup. This measurement is performed each time the 
beam train optics are repositioned or changed to ensure that power require- 
ments on target is achieved. 

- Laser Shutter Open/Close Times: The laser shutter is used in a 
pre-programmed fashion to irradiate the target for pre-determined times. 
This instrument along with a fast infrared detector allow exact measurement of 
the irradiation time and power on target. 

- Plexiglass Burn: A plexiglass material is used to quantify the 
laser spotsize at the target plane. When the laser interacts with this 
material it leaves a footprint, this footprint is then later profiled using a 
laser profilometer to quantify the exact size of the laser beam at the target 
plane. 

- Thermocouples: Six thermocouples were soldered to the back of 
the sample wall material. Four made the shape of a diamond; the fifth was in 
the middle of the diamond pattern, and the sixth was directly above the 
diamond. The middle thermocouple was positioned to be at the center of the 
laser spot. 

- Infrared Camera: A Hughes Infrared camera was used to record 
the front surface temperature of the sample wall material. This camara 
provides an in-situ measurement and it has a dynamic range up to 1000 C. 

- Overview Video: One video camera was placed to record the 
entire test chamber and act as a test overview camera. 

- Close-up Video: One video camera was placed to look through the 
side window in the chamber and record when nucleate or film boiling was 
achieved. 

- Chamber Pressure: A pressure transducer was used to monitor the 
I chamber pressure duration of each test. 
I 

! 5.3 TEST PROCEDURE 

During a typical test sequence the following steps are followed. 
Detailed alignment of all the optics of the beam train in order to obtain the 
desired spot size and beam profile on target. The next step, and this is done 
at the start of each test day, do a plexiglass burn and verify laser spot size 
and beam profile at the target plane. Then calorimeter measurement at the 
target plane was performed to accurately determine the irradiance level at the 
target. Once laser conditions were determined at the target plane the next 
step was to place the instrumented sample material in the chamber, fill and 
pressurize the chamber to the desired pressure. Then a sequence check is 
performed to verify that all instrumentation and diagnostic systems are 
properly functioning. 

The test unit was located in a fireproof enclosure especially 
constructed for these tests, and personnel were on standby with fire 
extinguishers in case of a fire. The test conduct,or had access to a pickle 
switch to terminate laser irradiation whenever film boiling was achieved, or 
after 15 to 20 seconds if only nucleate boiling was achieved. Film boiling 
was easy to determine from either the closeup video camera or from the Hughes 
Infrared camera (which was color coded so that the color would change when the 
metal sample wall material rose above the liquid saturation temperature). The 
metal temperature rises very rapidly to failure after film boiling is 
achieved, so it was important to shut the laser off quickly to prevent failure 
of the metal wall. 

I The test series was performed to determine the threshold of film 
boiling. Tests were performed over a wide range of irradiances in an effort 
to quantify the threshold to film boiling. The irradiance conditions were 
gradually adjusted to determine the threshold as accurately as possible. This 
was repeated at five different pressures to determine the film boiling 
threshold as a function of pressure. 



6. RESULTS 

The experimental results are presented, discussed and compared to 
theory. This section starts with a discussion of how some of the critical 
test parameters are calculated. A discussion of the importance of preventing 
bulk heating from skewing the experimental results follows. Experimental 
results are then presented. Final comments on the results are then provided 
to conclude this section. 

6.1 DISCUSSION 

Laser Coupling: Previous to this series of critical heat flux 
experiments, a series of laser tests were performed to determine the laser 
coupling to the sample wall material at the wavelength of the EDCL I1 laser. 
The laser coupling is the ratio of the energy absorbed by the metal to the 
energy incident on the metal sample. 

Film Boiling: The transition to film boiling was determined in three 
different ways. As mentioned earlier, the Hughes Infrared camera was used to 
monitor the front surface temperature of the sample and when the front surface 
of the metal sample exceeded the saturation temperature of the liquid, the 
test was stopped. In addition, a close-up video camera was used to monitor 
the back surface of the metal sample and the liquid. Nucleate boiling 
appeared as a steady stream of small bubbles. Film boiling appeared as one 
large bubble the same shape as the laser spot. Film and nucleate boiling were 
also determined from the thermocouple data. Nucleate boiling appeared as a 
rapid level off in temperature, while film boiling appeared as a rapid rise 
after the level off for nucleate boiling. Thus, all diagnostics used were 
very effectively for determining when film boiling occurred. 

Bulk Heating: These critical heat flux experiments were conducted at 
ambient conditions, which resulted in an initial liquid temperature To of 
approximately 20 degrees C. For JP-8 at these conditions, the critical heat 
flux is dominated by subcooling. This can be seen in equation (7), the 
correction factor for subcooling. Values of equation (7) ranged from 4 to 8, 
meaning that 75 to almost 90 percent of the critical heat flux went to warm 
the liquid up to saturation temperature. It is clear in equation (7) that the 
higher the initial temperature To, the smaller the temperature difference T,,, 
- To, and the smaller the critical heat flux required to achieve film boiling. 
Thus, care was needed in these experiments to keep the bulk initial liquid 
temperature at one value and not allow too much variation. Thus, care was 
taken to achieve film boiling quickly, in order not to add too much heat 
energy to the bulk liquid and, in effect, raise its initial bulk temperature, 
while nucleate boiling was occurring. In the analysis of the results, if more 
than 10 seconds elapsed between laser on target and the onset of film boiling, 
To was regarded as uncertain (it was not specifically measured during each 
test) and the result was not used. 

6.2 EXPERIMENTAL RESULTS 

The experimental results are shown in Figure 1. Each point represents a 
test shot. The open squares represent tests where film boiling was achieved; 
the filled circles represent tests where only nucleate boiling was observed. 
Also, the pre- and post-test predictions for equations (6) and (7), which 
included a vertical orientation, are shown as a diamond and "x" respectively. 
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Figure 1. The Critical Heat Flux for JP-8 versus Pressure. 

The experimental results are very consistent. A smooth curve can be drawn 
that cleanly separates the great majority of the film boiling cases from the 
nucleate ones. In a few cases, the tests would be slightly on the wrong side 
of the line. This can be explained by the accuracy of the laser power, laser 
coupling, spot size, pressure, and initial temperature measurements. 
Additionally, the tests were conducted over a period of three months and the 
initial temperature was allowed to be ambient, which varied some. overall, 
the results were very good. 

6.3 COMPARISON TO THEORETICAL PREDICTIONS 

Table 3 summarizes the comparison of the pre-test estimates of 
saturation temperature versus the experimentally measured temperatures. An 
average of the effective saturation temperature found from the tests conducted 
at 14.7 psia is shown. The saturation temperature for 65 psia was not 
directly observed from the experimental data. However, a graph of saturation 
temperature versus pressure was made from the experimental data. A curve fit 
was made to this data. The value for 65 psia was taken from the graph and is 
shown in Table 3 below. 

TABLE 3. RESULTS: TEMPERATURE PREDICTIONS 

Temperature Predictions 14.7 PSIA 14.7 PSIA 65 PSIA 65 PSIA 

Pre-Test Experiment Pre-Test Experiment 

T,,, ( saturation) 170°C 222°C 2 60°C 290°C 

To (initial) 3 O°C 20°C 3 0°C 2 0°C 

The observed effective saturation point of JP-8 was significantly higher 
than the 170 degree C value found in the literature for kerosene or RP-1. The 
estimated values for 65 psia are considerably closer, but still fall below the 
experimentally obtained value, which is not surprising because these estimates 
were made for liquid mixtures that would fit the 170 degree C for one 
atmosphere pressure. 



Given the substantial differences between the expected and observed 
saturation temperatures, the pre-test calculations of critical heat flux 
should be expected to depart significantly from the observations. TO account 
for the difference in saturation temperatures, the critical heat flux 
predictions were recalculated using the observed effective saturation 
temperatures. These results are shown in Table 4 and 5. 

Atmospheric Pressure: Results are summarized in Table 4. The pre-test 
prediction for equation (6), which included a vertical orientation, was too 
low - 121.5 W/cm2 compared to an experimentally measured 150 w/cm2. This was 
because the calculated saturation temperature was too low. When the 
experimentally obtained temperatures are used, the result improves to a very 
good match - 163 W/cm2, versus 150 w/cm2 from the experiment. The results 
from the other equations for pool boiling are shown to emphasize the range 
that current theory would predict. Note that there is a fair amount of spread 
when the experimentally obtained temperatures are used - 163 w/cm2 to 251 
w/cm2. 

TABLE 4. RESULTS: CRITICAL HEAT FLUX AT 14 PSIA 

e a t  Subcoolina Pre-Test Ex~erimental Post Test 
Eq 6' Eq 7 121.5 w/cm2 150 w/cm2 163.1 w/cm2 

Post Test corrections were for measured (T,,, - To) 
Pressure of 65 PSIA: Results are summarized in Table 5. The pre-test 

prediction for equation (6), which included the vertical orientation, was very 
close - 181.9 w/cm2 compared to an experimentally measured 185 w/cm2. Again, 
the calculated saturation temperature was too low. When the experimentally 
obtained temperatures are used, the result is - 209 W/cm2 versus 185 w/cmZ 
from the experiment. In reality, many of the properties shown in table 1 
would change as the pressure was raised from atmospheric to 65 psia. This 
data was not available, so only the saturation temperature was changed. This 
accounts for the slightly larger error, as compared to the atmospheric 
pressure case. The results for the other pool boiling equations again are 
higher and are shown to emphasize the range that current theory would predict. 
Again, the overall range with experimentally obtained temperatures is fairly 
large - 209 w/cm2 to 321 W/cm2. 

TABLE 5. RESULTS: CRITICAL HEAT FLUX AT 65 PSIA 

k t  Subcoolinu Pre-Test Exoerimental Result Post Test 

Post Test corrections were for measured (T,,, - To) 
The pool boiling equations all produced larger values of critical heat 

flux than did the equation that included the vertical orientation. This is 
expected to some degree because the pool boiling equations were based on a 
bottom horizontally heated surface. In the horizontal case, as vapor bubbles 
are formed, they move up directly away from the bottom wall, which is the one 
being heated. This allows cold fresh liquid to come in contact with the wall. 
In the vertical case, as vapor bubbles are formed, they move up tangent to the 
wall being heated. Thus, the section of heated wall just above has a lot of 
hot vapor bubbles in the region adjacent to it, making it easier to obtain a 
region of continuous vapor. These same type convective currents also form 
during the subcooling phase with hot and cold liquid. Thus, it is easier to 
obtain film boiling on a vertical rather than horizontal bottom wall, and thus 
the critical heat flux is lower. 



Theoretical predictions are not shown for any pressure above 65 psia. 
This is because JP-8 vapor properties are changing significantly, and complete 
data at these elevated pressures could not be obtained. The downward trend at 
higher pressures is expected. As the pressure increases, the critical 
pressure of JP-8 is approached. As the critical pressure is approached, the 
properties of the liquid and vapor approach the same value, and the value of 
critical heat flux, as seen in equations (2) through (6), approaches zero. 

7. CONCLUSION 

Experimental results correlated very well with theoretical predictions, 
particularly at atmospheric pressure where the most accurate properties were 
available. Theoretical equations for horizontal pool boiling predicted too 
high of a critical heat flux, as expected. The trend of critical heat flux 
versus pressure was just as expected. Good theoretical predictions of 
critical heat flux at high pressures are difficult without accurate property 
data at these pressures. Overall, the experimental results were very good and 
a close match with theory was obtained for lower pressures, which was the 
primary area of interest. 
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SUMMARY 2. HPM VULNERABILITY TESTS 

Although basic studies are far from 
completion, the microwave levels 
requested for the vulnerability test 
benches are far below those expected 
on HPM weapons. At the same time, the 
main requirements of the test benches 
are accuracy and reliability, 
therefore the sources to be used can 
be derived from the existing high power 
sources comrnonlyusedinseveralfields 
such as radars, particle accelerators, 
thermonuclear fusion . . .  For example, 
the development of klystron amplifiers 
delivering 100 to 200 MW in S band with 
1 ps pulse length are in progress. 

In shorter pulses (10s of ns) 
relativistic magnetrons (below the X 
or C band) and BWOs (beyond the X band) 
begin to be easy to bring into 
operation. 

Nevertheless amplifiers seem more 
attractive because their pulses 
shapes, their frequencies and their 
phases are entirely controlled. The 
bandwidth is also an important 
technical characteristic. 

Devices such as pulse compressors 
upgrade existing tubes. The single 
cavity, plasma switch compressor 
transforms for example a 50 kW 2 ps 
pulse into 3 MW, 5 ns in X band and 
the same principle can be applied to 
provide up to 50 to 200 MW according 
to the frequency. 

1. INTRODUCTION 

For several years, new developments in 
the field of microwave tubes have been 
in progress. For instance : 

At the same time, a long term question 
has been raised by several Defence 
Agencies about the HPM concept. Many 
branches of the physics and many 
technologies are involved in the 
development of systems able to generate 
and to launch very intense microwave 
pulses or bursts through the 
atmosphere, in order to reach and to 
perturb - or at least to jam - a moving 
or a fixed target. On the battlefield, 
many situations have to be faced and 
it is well understood that the 
specifications of such systems are not 
yet defined, although in progress. 
Moreover, basic researches are still 
needed, for instance, we have to know 
how many millijoules are requested to 
perturb a given solid state component 
or to investigate the dependance of 
the pulse length and the repetition 
rate. In other words, high power 
experiements are or will be necessary 
to conduct these studies and to 
determine the final specifications. 

Such experiments are plannedto be made 
in large chambers or in open fields 
and, in any case, at relatively small 
distances. Therefore, the microwave 
power levels requested for these 
experiments can be set to "only" 
hundreds of MW - when ten(s) of GW are 
likely necessary on the futur real HPM 
launchers, assuming a range of 10 or 
a few tens of km - Of course, in both 
cases, the frequencies are the same 
(.3 to 10 or 20 GHz) and although not 
yet assessed the pulse lengths also 
will be the same (tens of ns up to 1 
or a few ps. 

3. HIGH PEAK POWER KLYSTRONS. 

. Millimeter waves generation at low Suchcharacteristics are still far from 
and high power levels. the conventional tubes capabilities, 

. Very small size and compact devices nevertheless closer. Figure 1 shows 
associated to their supplies. the state of the art concerning for 

. CW Megawatt tubes in decimetric example the klystronpeakpowers versus 
band. frequencies with pulse lengths of a 

I . Considerable high peak power devices few ps. 
from L to X bands. 
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The klystrons are mainly used on 
particle accelerators and they seem to 
be one of the most fitted tubes for 
the vulnerability testbenches. Their 
linear electron beams, which are 
produced by 1 to 2 ~ ~ - 3 1 2  Pierce 
type guns, are modulated by a first 
cavity ; then the density modulation 
is enhanced by an assembly of 
intermediate cavities and drift tubes 
and finally the last (or output) cavity 
transfers the kinetic energy of such 
bunched beams into electromagnetic 
waves which are direclty sent through 
window(s) and waveguides to the load. 
In our case this load is, of course, 
an antenna. 

The increase of the peak power 
encounters several difficulties, among 
which the most obvious are the 
breakdowns arising in the gun and in 
the output cavity or structure. In 
the gun, extensive experimental 
studies [I] give now the limits of the 
most critical characteristic, which is 
not the electric field on electrodes, 
but the product E.V., as shown on the 
curve of Figure 2. Therefore, by 
redesigning the gun in order to 
decrease E, the curve is only slightly 
shifted. Taking these difficulties 
into consideration, we have designed 
a 20 MW (220 kV) L band tube at 100 ps, 
and several other tubes : 120 kV 2 ms, 
300 kV 5-10 ps and 600 kV 1 ps. The 
first two devices are already in 
operation and the last two are under 
construction. Of course, these rules 
are valid for every kind of tube. 

The second type of arcing concerns the 
RF structures. The particle 
accelerator community and the industry 
have conducted in this area some 
specific measurements and it is 
commonly admitted that 50 kV/mm in 
S band is a limit, with a pulse length 
of 1-2 ps and 50% better in X band [2]. 
Therefore to get 50 to 70 MW or more 
in X band, or 150 to 200 MW in S band, 
a new structure is needed. This is 
the reason why coupled cavities or, 
better, travelling wave sections have 
been introduced : roughly the RF 
electric field is divided by the number 
of cells, but at the expenses of 
possible parasitic oscillations and a 
more complicated geometry. 

The cathodes of the present tubes are 
thermoionic and made of impregnated 
tungsten. Progress is on the way to 
achieve within 1 ps pulse current 
densities up to 80 to 150 ~ / c m ~ ,  
(Figure 3) [3] thanks to 0s-W thin 

coatings or optimized 0s percentage 
inside the W matrix itself. In spite 
of the high temperature and of the 
heater, such thermoionic cathodes give 
more constant andhomogeneous electron 
beams, compared to the field emission 
guns. These last ones must be devoted 
to much higher powers and very short 
pulses, and usually they have to be 
removed quite often. 

Up to now the windows are made of 
ceramics and are able to transmit, for 
example, 100 MW and more in S band - 
3 pspulses, but their reliability must 
be improved. The choices ofthe ceramic 
purity and the cristallography are 
important, added to the ' surface 
treatment. But, in any case, an 
increase of the diameter seems 
attractive and the window will be 
located in the output horn antenna. 
This explains why efforts have been 
successfully achieved in brazing 30 to 
40 cm disks inside copper sleeves and 
why a better knowledge of .the overmoded 
waveguides becomes necessary. 

Of course, as already pointed out, 
these improvements in the technology 
canbe extended to any kindofmicrowave 
tubes. But they are presently focused 
on the development of klystrons such 
as 60-80 MW 2 to 3 ps, 100-200 MW 1 to 
2 ps, both in S band, and several 
laboratories are already working to 
get 50 to 80 MW . 5  to 1 psaround 11 G H z .  

4 .  AMPLIFIERS-OSCILLATORS. 

Klystron means amplifier. As a 
matter-of-fact, compared to 
oscillators, amplifiers are more 
helpful in the vulnerability 
measurements. The main reasons are 
the ability to easily control not only 
the shape of the output pulses but also 
their phase and their frequency. For 
instance, thanks to a 1.5 ps voltage 
pulse, the RF output can be as small 
as 30 to 40 ns with a very abrupt 
(10-20 ns) or - if requested - a long 
(100's ns) rise time. It can be also 
aburstoften50 ns pulses, also spaced 
by 50 ns . . . Moreover, several tubes 
can be used in parallel, providing a 
perfect summation of their microwave 
pulses and a first approach of a phase 
array transmitter. The frequency can 
be changed from pulse to pulse at the 
repetition rate - tens to thousands of 
pps - or varied inside the pulse itself. 
Therefore, thanks to these 
flexibilities, many measurement 
methods can be implemented in order to 
increase the accuracy of the results. 
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5. MULTIBEAMS. trajectories under the influence of 
the azimuthal magnetic field induced 

The frequency bandwidth is also one by the strong current flowing inside 
major characteristic. The the cathode. The pulses are noisy and 
conventional klystrons present nonprecisely reproducible but, beyond 
instantaneous bandwidths of a few % all questions, powerful. 
and in some cases up to 15% [4]. But 
it is doubtful whether such bandwidths 
could be achieved with 500-700 kV 7. BWO 
electron beams. Therefore, we have to 
engage studies in this direction and The Backward Wave Oscillators belong 
the multibeams tubes appear as one of to the TWT family. The slow wave 
the best solutions [5][6]. The number structure is easy to manufacture but 
of cavities remains the same but each much more difficult to design. As a 
one is crossed by several (n) electron matter-of-fact, this structure is, on 
beams (Fig. 4). The currents (i) principle, overmoded and consists of 
carried by these individual beams are a large diameter cylindrical 
small and the low values of their space waveguide, which is smoothly 
charge forces favour high corrugated in order to propagate modes 
efficiencies. The total current (I = whose phase velocity is slightly lower 
n i) is several times greater than the than the electron beam velocity. 
current of the corresponding one beam Usually, this electron beam is hollow 
tube. Therefore, the cavities are and travels near the wall. The group 
strongly loaded and present large velocity is negative, giving a better 
natural instantaneous bandwidths. The efficiency and therefore the output 
decrease of the cathode voltage which power is extracted near the gun side 
are 2 to 3 times lower thanusualbrings or better reflected and transmitted 
several main advantages in terms of across the tube, up to the final taper 
size, cost, x'rays shielding, etc . . .  ; and antenna, through the window. 
but, above all, the DC and RF breakdowns 
limit is strongly pushed away whether The main difficulty, which slows down 
inthe electronguns or inthemicrowave the development of the BWOs, is the 
output circuits. The 100 kW CW 6 beams control of the oscillations on the 
prototype we have developed at 426 MHz right mode, and is mainly related to 
confirms our point of view. At the electron beam characteristics : 
frequencies higher than roughly 2 GHz this electron beam is unfortunately 
overmoded cavities will be required hollow - as already said - and also 
or, at least, cavities with entirely produced by a field emission cathode. 
different shapes. The matching of the RF structure is 

quite critical. 

6. MAGNETRONS. Commercial compact BWOs exist in Ku 
and Ka bands at a power level of about 

Although the magnetrons are basically 40-50 MW / 4 ns. If needed, 
oscillators, their significant improvements can be foreseen in order 
capabilities must be shown to to enlarge the energy per pulse (P T) 
advantage. Usual magnetrons used on andto decrease the operating frequency 
the Radar transmitters or on the down to the X band. On the other hand, 
radiotherapy accelerators are limited the pulse repetition frequency seems 
to 5 to 10 MW in S band and to 1 or to be increased much more easily. 
2 MW in X bands, with several ps pulse 
lengths. To overpass these power 
limits, the straps which connect the 8. PULSE COMPRESSORS 
cavities in the anode must be 
eliminated because of breakdown The general principle of the pulse 
difficulties. Therefore parasitic compressors is to exchange power P for 
oscillations arise more easily, but pulse length -c, while the energy P-c 
this problem is solved by reducing the remains nearly the same. To our 
number of cavities, at the expense, of knowledge, three types of pulse 
course, of the efficiency. These compressors exist : 
magnetrons called "relativistic" have 
been successfully developed, for 1. Passive compressor with double 
example, in S band, 900 MW, 40 ns can resonator. 
b e a c h i e v e d w i t h a b e a m p o w e r o f 7 5 0 k V  2. Singlecavitywithplasmaswitch. 
12 kA (eff = 10%). As usuallyinthese 3. Dispersive line pulse compressors. 
devices, we note a narrow pulse length, 
which is explained by the advent of an 
arc between the cathode and the anode 
and by the shift of the radial electron 



A schematic description is given on 
Figure 5. The klystron output feeds 
2 overmoded high Qo cavities 
(TM038. . . ) - 
Thanks to the 3 dB coupler, the phases 
of the 2 reflected waves are opposite 
and the klystron is perfectly 
protected. As soon as the 2 cavities 
are filled up (3 to 4 ps), the phase 
of the driver is abrutly changed by 
180" and the stored energy rushes 
towards the load, presenting a high 
power peak and a decay time related to 
the Qxs. 

Although more and more experimented in 
scientific particle accelerators such 
as Trieste (210 MW, S band, 700 ns) 
these compressors require accurate 
manufacturing ( Q ~  = 2.105, intense 
fields in the coupling holes) and many 
mechanical and electrical adjustements 
and tunings . For instance, a change 
of the cavities temperature greater 
than 3°C cannot be tolerated because 
of frequency shift and mismatching. 
The basic reason of this complexity is 
more the large pulse width than the 
peak power itself. 

This leads up to the second type of 
pulsecompressor, whichis the simplest 
and, then, less expensive. The power 
ratios or the gains, G = Pout / Pin 
being about 50 or 100, commercial 
andalmostavailabletubes - magnetrons 
and klystrons - can be chosen to equip 
the first stage, just before the 
compressor, according to Figure 6. 
Then the energy delivered by the tube 
is transmitted, through an isolator, 
to a cavity. This cavity is simply 
made by a short-circuited waveguide. 
The output side short-circuit is 
generated by a real metallic short 
circuit in alateralcoupledwaveguide. 
When the cavity is filled up, an arc 
is triggered at h , / 4  in this lateral 
waveguide and the stored energy is 
radiated by the antenna, directly 
connected to the cavity. 

Of course, to minimize the Joule 
losses, we must adjust the metallic 
short circuit as tightly as possible 
during the filling time and then we 
have to create the open circuit in an 
extremely very short time, in the order 
of the ns . 
These difficulties begin to be overcome 
and the objective of our first 
experiment, now in progress, is to get 
2.5 -3 MW, 5-10 ns in X band from a 
50 kW 1-2 psmagnetron (G=50-60). The 

next step could be 200 MW-5 ns from a 
4 MW S band magnetron or 50 MW from a 
.5  MW X band magnetron. 

The use of amplifier klystrons in the 
place of oscillator magnetrons would 
be favourable not only to get higher 
powers, but also to be able to control 
the phase and the frequency, and then 
to organize devices in parallel (phase 
array). Also, the same klystron for 
instance could feed several 
compressors. Because the expected low 
costs, the use of several devices to 
illuminate - at the same time or not 
- the measurement area brings great 
and new advantages : many 
configurations can be imagined 
accordingtothenumber, the locations, 
the frequencies, the phases and the 
powers of the pulse compressors. 

Finally, it is expectable to enlarge 
the output pulse lengths by changing 
the couplings either during the 
manufacturing stage or during the 
measurements themselves ; and in this 
context, the present experience of the 
passive compressors with 2 resonators 
will be very useful. 

Up to now the dispersive line pulse 
compressors have been only used in the 
intermediate stages of some radars. 
A frequency modulated signal is sent 
into a dispersive line. The lowest 
frequencies - at the beginning of the 
pulse - are overcome by the faster 
ones. In the microwave range and at 
high powers, the expected result is a 
compression rate of 10 to 15 in pulse 
lengths and a power gain of 8 to 10. 
Of course, the main problem remains 
the choice and the design of the 
dispersive travelling wave structure, 
and this type of compressor is now only 
under paper studies. 

CONCLUSION 

The requirements of the vulnerability 
test benches are mainly focused on 
precise and, reliable measurements ; 
therefore, to provide their high power 
microwave output stage, we have 
proposed solutions not so far from the 
conventional tubes. 

First, the klystrons extrapolated from 
the present state of the art will be 
able to deliver 100 to 200 MW / 1 ps 
in S band or 50 to 100 MW in X band. 



Regarding the high voltages (700 kV), 
their behaviour will be more reliable, 
thanks to major changes - now in 
progress - in the electron gun and in 
the output cavity. Multibeam tubes 
with significantly lower cathode 
voltages can also be proposed ; 
moreover, the instantaneous bandwidths 
of these tubes are very attractive (10 
to 15% expected). 

Secondly, magnetrons are already 
designed to get GWs but only in short 
pulses (10s of ns) and at one single 
frequency. The BWOs still need time to 
be proposed into realistic operation 
at 100s ofMWlevelsbeyondtheX band ; 
nevertheless, commercial tubes exist 
with 4 ns pulses and a few tens of MW. 

We also have to take into account that 
amplifiers are more attractive than 
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oscillators, because their 
frequencies, their phases and their 
amplitudes can be easily and 
instantaneously controlled, even 
during the pulse itself. Moreover they 
can be used in parallel. 

Finally, pulse compressors are 
sometimes forgotten, although they are 
unexpensive and they upgrade existing 
tubes such as magnetrons or - better - 
klystrons. The one cavity plasma 
switch compressor presents power gains 
in excess of 50 and, after the present 
experiment on the MWs level, 100 to 
200 MW can be expected. 

In any case, these comments are not 
applicable at all to the real future 
HPM systems but only to the 
vulnerability test benches. 
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DISCUSSION 

E. SCHWEICHER 

1/ Peut-on kviter les arcs en mettant les cavitks sous pression de SF6 derriPre une 

fenetre de verre ? 

2/ Avec 500 kV il y a danger de production de rayons X durs. Comment proteger 

l'environnement de ces rayons X durs ? 

AUTHOR'S REPLY 

1/ L'idee est bonne, mais pour de multiples raisons, des electrons vont percuter le 

verre, le charger et il se produira alors un claquage catastrophique. 

2/ C'est la raison pour laquelle nous avons introduit les tubes multifaisceaux, dont la 

caracteristique essentielle est une tension cathode beaucoup plus faible (200 kV ou 250 

au lieu de 5 ou 600 kV). 
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1. SUMMARY 
The numerical simulation of the coupling of HPM waves on 
targets is investigated either in vacuum (e.g. satellites) or in 
the atmosphere (e.g. aircraft's) using integral methods for 
unstructured meshing. 

2. INTRODUCTION 
The present paper describes the development of new 
numerical methods optimised for the prediction of 
HPM/target coupling in various environments. The numerical 
simulation of the coupling of HPM waves with a complex 
target body, either in vacuum (e.g. satellites) or in the 
atmosphere (e.g. aircrafts) requires especially efficient 
methods, in order to permit the treatment of realistic 

I configurations. 

As part of its ElectroMagnetic Compatibility management 
program, the European leading space company MMS is 
developing an integrated set of advanced codes, basically 
adapted to the description of intricate geometry and material 
patchwork found on satellites [I]. These prediction softwares 
are integrated in the global framework TDAS-EMC (Test 
Data Analysis System for ElectroMagnetic Compatibility) 
which combines the analysis of specification, prediction and 
measurement data together with a database management 
adapted to large space project evolution [2]. 

In any homogeneous medium, a Boundary Integral Equation 
formulation like the Method of Moments appears best suited 
to optimise the computer storage when describing complex 
bodies by an unstructured finite element surface mesh. This 
is typically the case in vacuum or more generally in the 
absence of any space charge and/or current distribution. 

If a nm-uniform plasma environment, either pre-existent or 
generated by field enhancement in the atmosphere (e.g. 

around target slits) is to be accounted for, volume resolutions 
must be envisaged to solve the coupled equations of fields 
and charge distribution. The original problem for which we 
developed such schemes consisted in the electrostatic 
discharge charge transport, resulting field propagation and 
coupling around a spacecraft. 

The classical Finite Difference method with regular mesh 
becomes rapidly unusable on limited workstations (e.g. DEC 
alpha) when considering several hundred megahertz 
emissions with tens of meter size calculation domain and 
body details down to a few centimetres. The electromagnetic 
field computation developed in MMS is therefore based on an 
integral method of Finite Volumes, allowing for the 
resolution in an optimised unstructured volume mesh, 
directly connected to the surface mesh used in vacuum. 

A fully new method is then being developed to describe the 
charge transport resulting from field acceleration, using a 
direct integration of the VLASOV statistical equation. By 
judicious integration based on f is t  and second moments, we 
transform it into an hyperbolic system, finally solved in the 
same way as the MAXWELL system. 

The extension of this numerical method to the 
BOLTZMANN equation, including collision terms (necessary 
in the atmosphere and for pulse series) is under way. 

Finally, in the dense atmosphere were transport phenomena 
become negligible in front of collisions, synthetic relations 
can be used to deduce the charge density and current 
distributions from the local electric field. 

3. COUPLING IN VACUUM 
In vacuum or any homogeneous medium, the physical 
problem of electromagnetic wave interactions is fully defined 
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by boundary (i.e. interface) conditions (i.e. charge and current 
distributions) and propagation medium dielectric properties 
(i.e. Q and p 0  in vacuum). Therefore, Boundary Integral 

Equation formulation is well adapted to optimise computer 
requirements. Among them, most used are surface finite 
elements and Method of Moments. This latest numerical 
scheme has been chosen in MMS because of its much simpler 
way to code, at the expense of increased matrix storage [3]. 

3.1 Method of Moments 
As a result from the signal type, a time resolution is 
considered here. Two formulations are possible, either based 
on magnetic fields (i.e. Magnetic Field Integral Equation = 
MFIE) or based on electric fields (i.e. EFIE). The second one 
was chosen in MMS because of simpler implementation of 
geometry flexibility : thin open surfaces and wires. When 
considering the interaction between electromagnetic waves 
and solid bodies, it is always possible to separate the total 
radiations (T index) into incident waves (I index) and 
scattered waves (S index) : 
ET= EI+ ES 
HT= HI+ HS 
The introduction of potentials leads to the following 
formulation : 

-- t  a 2 ~ ( r , t )  
dt dt atz 

with scalar and vector potentials V and A, defied only by 
diffraction involved currents J (see figure 1) : 

I I 

Figure 1 : coordinate system for EFIE method 

The scattered field can therefore be expressed in the 
following way : 

d ~ ' ( r , t )  divj(r'  ,t' ) 3' . j  j(:t') = I  . ds' 
dt , at2 , 

Using appropriate base functions (i.e. "roof top" functions), 
depending on the type of problem and verifying several 
properties (e.g. continuity, etc ...), it is possible to develop 
this formulation in a matrix form, when applied on a finite 
element discretised geometry : 

where : 
k and u define element indices 
n defines the time step 
Z matrix contains all the scattering interactions depending on 
the geometsy and the various loads. 
I is the current matrix for every elements 
V is the matrix containing the source terms (voltage, current 
sources and incident field) and the retarded scattering 

interaction terms. 

This linear system is solved by a conjugate gradient method 
to give currents everywhere on the scattering bodies. Then, 
starting from the MOM (i.e. Method of Moments) unknowns 
(i.e. normal component of edge currents), the fields can be 
expanded everywhere in the surrounding space, according to 

EFIE equation [3,4]. 

This numerical simulation scheme was successfully applied 
to the prediction of the HPM field emitted by a small 
radiating device and its couplug on a missile-like target 
situated in near field zone [13]. 

However, due to the high electrical fields generated near the 
target edges, it becomes necessary to evaluate the possibility 
of air breakdown if we consider an atmospheric coupling. It is 
the aim of the next paragraph. 

4. COUPLING IN THE ATMOSPHERE 
A dramatic illustration of the above breakdown limitation, is 
presented on figure 4, where it is apparent that an HPM pulse 
will freely propagate and couple only at altitudes higher than 
about 50 km. 

Below 50 km some local breakdowns occur at the place of 
"hot points" where the field is especially high; this does not 
mean however that no propagation exists anymore in a three 
dimensional configuration. In order to consider the HPM 
coupling at altitudes below the breakdown threshold 
atmospheric pressure, it becomes necessary to take into 
account the plasma creation around the target and possibly 
around the antenna in the modelling. Only near-field coupling 
will be envisaged here, so that no propagation absorption is 
accounted for because of the proximity between antenna and 
target (< 50 m). 

The appropriate numerical simulation requires now to 
integrate simultaneously MAXWELL field propagation 
equations together with electron transport equation in an 
accurate 3D representation of coupling region. Due to 
inhomogeneous and variable propagation conditions in the 
vicinity of the target, it becomes necessary to consider a 
volume space meshing, contrary to the previous case in 
vacuum. 
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Figure 4 : Breakdown field and power with relativistic 
effects at 1 GHz 

4.1 MAXWELL Equation : Finite Volume Resolution 
In order to minimise computer memory requirements, the 
choice of the numerical method was based on the 
compatibility with an unstructured finite element (i.e. 
tetrahedral) space meshing which can be adapted to any 
specific case. MAXWELL equations are therefore solved by 
means of a finite volume formulation, essentially similar to 
flux-splitting methods used in Computational Fluid &mimic 
[5]. The MAXWELL equation system is shown to be a 
linearly set of hyperbolic equations, which integration is 
based on a one step explicit scheme. The method is f i s t  order 
accurate in time and space, what is quite sufficient when 
using small enough time and space discretisation steps, as 
permitted by unstructured mesh. 

In order to apply the finite volume numerical integration 
scheme, MAXWELL equations must be put in a conservative 
form. This method is derived from CFD where it is quite 
usual, to transform a set of partial differential equations into 
an hyperbolic conservative system [6,7,8] .  
Conservative form (simplified in 2D) : 

Note that matrix R contains local source terms of current 
density 'T deduced from electron transport calculations (see 
below). 

with : 

The domain R is discretised with an unstructured mesh of 
triangular (i.e. tetrahedral in 3D) elements, so that the 

. 

conservative integral form of MAXWELL'S equations reads : 
a - jRu dl2 + Jr(f ,@.ndr = J R ~ R  

a t  c2 

<IR c R~ 

11 = (Ex, E,, B,lT 

f = (0, c2B,, E, lT 

g  = (- c2B,, 0, - ExlT 

R = (- p c 2  J , ,  - p c 2  J,,  o ) ~  

where r is the boundary of R and 'n' the outer normal. In 
every triangular mesh K; we have then : 

The discretisation grid is constant in time. To evaluate the 
flux vectors f and g, for each edge rKi of cell Ki, we consider 
the field states uL and uR on each side U f t  and Eight): 

Figure 5 : TKi cell boundary with Left and Right field vectors 

The homogeneous condition reads : 
f = A u a n d g = B u  

with A and B the Jacobean matrix : 
a f A = -  and B = - a g  
a u a u 

We show below the computation of flux vector 'f, similar to a 
method of characteristics. It would be the same for 'g'. 
Let's call hl, h3 the eigenvalues of the matrix A, r l ,  r2, rg 

the right eigenvectors and 11, 12, l3 the left eigenvectors 
associated. The difference between fL and fR comes both 
from propagation conditions (e.g. local current) and interface 



constraint, like a dielectric film. To compute fR and fL , UR 

and UL are multiplied by right and left eigenvecirs : 
3 

fL = x(1,. u,) hi ri 
i=l 
3 

fR = x(li9 uR) hi ri 
i=l 

The time integration is then based on an explicit scheme. For 
every Ki cell : 
u;" = U: + S (u:, Rq) 

with : 

- 1 3 

S (up, Rq) = (x(f :. g ) )  + AtRy 
surface (Ki)  j=l rii ' i i  

The numerical stability is ensured by the CFL condition on 
At 

the time step : h, - 5 1 with Lax the largest 
h,, 

eigenvalue of matrixes A and B, and hi, the minimum 
triangle height found in the mesh. 

4.2 Electron distribution 
It is interesting here to distinguish two limiting regimes : 
1- Collisional plasma : when the electron collision rate 

largely exceed the HPM frequency 
2- Non-collisional plasma : in the opposite case... 

4.2.1 Collisional plasma : local field model 
This is typically the case for altitudes below about 50 km 
(depends on the frequency), where the iorlising frequency is 
much higher than the HPM frequency, leading to a very 
efficient energy transfer [9]. It becomes here possible to 

simplify drastically the plasma distribution computation by 
neglecting transport terms in the BOLTZMANN equation. 
This simplification is based on a local equilibrium between 
the electric field and the electron kinetic [lo] : 

with : 
n = electron density 
v = electron drift velocity 
vi (Em) = ionising frequency 
va (Em) = attachment frequency 

r = recombination coefficient 
D = diffusion coefficient; it is a combination between 
free diffusion without plasma and ambipolar diffusion within 

1+c2 h,,,, 
D =  0,. with : 6 = - 

1 + D, /D, .  c2 L 
E = electric field 
N = neutral gas density 
e = elementary electron charge (negative) 
m = electron mass 

This simplified model leads to an exponential growth of the 
local electron density with time, in a constant amplitude 
electric field. The space charge remains zero because of 
negligible macroscopic separation between positive and 
negative charges before attachment or recombination. It is 
called the "local field" model, Erom - which the local current 

density is easily deduced by : J = e n . c. This is the 
coupling term with MAXWELL equations. 
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Figure 6 : Electron density distribution of a "plasrnoid" in logarithm 
scale (between 101° and 1014 cm3) at four times (8,12,16 and 18 

ns) in a 4.5 MVIrn average field, in ambient atmosphere 

The ion current is neglected, due to the high inertia of ions. 
In MAXWELL electric field equation, the dielectric 
permittivity of space is modified by the presence of the 
plasma : 

eL 
E, = I -  j .  . n  

m.&, . w . v ~  
with : being the HPM pulsation. 

With such a model it is possible to simulate the growth of 
local plasma zones or "plasmoids" at increased field places, 
as shown on figure 6. The figure 4 was also deduced from the 
same model, however improved by accounting for relativistic 
effects when the electron energy exceed about 10 keV, and 
defining a breakdown threshold when the electron 
multiplication exceed 1 08. 

4.2.2 UncollisionaI plasma : BOLTZMANN equation 
When the ionising frequency is small compared to the HPM 
frequency it becomes necessary to include the transport terms 
in the electron distribution equation, so that the full 
BOLTZMANN equation is required to be solved. This 
condition arises at high altitudes, typically above 60 km 
altitude. 

MMS is currently developing an advanced numerical method 
to solve this type of electron distribution function equation, in 
the limiting case of absence of collisional source terms, i.e. 
the VLASOV equation, basically to describe accurately 
electrostatic discharge propagation around spacecrafts [I]. 



with : f(X,V,t) the distribution function (i.e. statistical 

presence probability) 

This equation derives exactly from the more general 
BOLTZMANN equation, without collision effects. In order to 
overconle the well-known difficulties arising with standard 
particle tracking methods (e.g. Particle In Cell), like 
numerical instabilities due to particle trapping and "granular" 
charge distribution, we developed a new numerical scheme : 
ETS (Enhanced Transport Solver), which guiding principles 
follow [ l l ] .  

The electron transport is here calculated by a direct 
integration of the statistical U S O V  equation, using a 
development of the distribution function over a series of 
appropriate functions, where the velocity space is described 

using a limited set of parameters. Thanks to this 
representation, the VLASOV equation can be transformed in 
a linear set of hyperbolic equations, which integration is 
undertaken by the same method as used for MAXWELL 
equations and with equivalent efficiency, much higher than 
traditional particle tracking methods [12]. Moreover, the 
direct integration of the distribution function allows to get a 
very good accuracy on charge density and current, with a 
dynamic range over at least five orders of magnitude between 
smallest and largest meaningful values [13]. 

The distribution function is split into a linear combination of 
functions fi with appropriate integration properties, which are 
separately solution of the VLASOV equation, to statistically 
move particles according to applied forces. 

m 1 )  

f(i,Y,t) = 2 s (i,". t)  
i=l 

with : - df i  = 0 for i = 1, .... m (m l 10) 
d t  

The form of 4 functions is chosen such that the non-linear V 
dependency in VLASOV equation is removed : 

f,(%,T,t) = g, (a , (? , t>,  Pi(Z,t>, Si(%,t>, GI.)) 
The proper integration in phase space, involving fnst and 
second moment of the VLASOV equation, permits to obtain a 
conservative formulation, fornlally similar to the one obtained 
with MAXWELL equations (here in 2D) : 
a W i  a H i  a P .  + -  +L = Ti 
a t  a x  a y  

with : 

wi =vector of a;, pi and ki 
y and Pi = vectors of scalar product between divWi and a 
pseudo velocity vector. 

'i = vector of acceleration terms 
The coupling variables with the MAXWELL system are 
currents and space charge densities, which are deduced as it 
follows : 

I m 

n(%,t) = e  I'idv = zcp, (a,(Z,t), $,(i, t)) in Q x (0,T) 
-2 

l=l 

I J(i,t) = e r i . v d v =  gr, (a,(i,t), $,(i,t), S,(i,t)) hQx(0,T) 
,=I 

n(x.0) and J(x,O) are given (at t = 0) 

The time integration scheme is then quite similar to the one 
used for MAXWELL'S equations : 

w:" = W: + At. S (wn, ?In) 
with : 

- 1 3 

S (wn, Tin) = (z (Hri, 9 Priz )I.)) + Tn surface (K, ) j=, 

Figure 7 : Charge transport by direct VLASOV equation 
integration 

Divergency of an E- Beam due to Its Own Space Charge Fleld 

B 

The resulting code is today numhg with two-dimensional 
rectangular coordinates and was applied to various types of 
wavefcharge interactions. The figure 7 shows the case of an 
electron beam diverging under its self-induced space charge 
field, for which an analytical solution can be found. 

!- g - 

2 g .  
m * 

e - 

8 - 

In the case where collisional effects are not negligible but do 
not inhibit sufficiently transport phenomena, it becomes 
necessary to introduce corresponding ionising and 
recombination source terms in the transport equation. This 
case is supposed to occur between about 50 and 80 km 
altitudes. It is then proposed to use a FOKKER-PLANCK 
formulation of the BOLTZMANN equation with collisional 
terms approximated by B-G-K operators : 

a f - + i;.V,f+ 5 . (E + ? A  B ) .  V,f = V~.(F.-~)+V,.(F,-~) 
at ?n 

with : 
f = electron distribution function 

Fn = Maxwellian distribution function 

Numerical 

- Analytical / a .  

F; = Maxwellian distribution function 

0 1 2 3 4 6 6 

x (4 

'i = ionising frequency 
'r = recombination frequency 

Preliminary numerical analysis are under way to introduce 
this type of terms into the previous formulation developed for 
the simpler VLASOV equation. 



5. CONCLUSION 
The coupling between HPM waves and a general target as 
been investigated from the numerical point of view. It was 
found that an optimal approach is possible by choosing 
different numerical schemes according to different physical 
regimes, which allow various approximations : 

0 At altitudes higher than 100 krn : it can be considered that 
no ionisation takes place anymore (fully ionised ambient low 

density plasma) and waveltarget interaction can be 
approximated by field scattering in vacuum. No electron 
distribution is to be calculated and only MAXWELL 
equations are to be solved, best optimised using a BIE 
formulation in the time domain. Numerical calculations using 
a Method of Moment indicate strong field enhancement 
around the target. 
At lower altitudes, collisional phenomena take place, dense 
plasma is locally produced and therefore requires : 
- resolution of an electron distribution equation 
- volume resolution of MAXWELL equations due to 

inhomogeneous propagation conditions : this part is now 
realised using a Finite Volume resolution scheme, based on 
a CFD-like algorithm, taking advantage of unstructured 
meshing of space. Current and space charge source terms 
can be introduced everywhere. 

Q Between 100 and 50 knl : collisional effects are competing 
with charge transport and it is necessary to account for both. 
These are the worst conditions for numerical simulations 
where both currents and space charge are to be evaluated. A 
new advanced method is proposed to solve the FOKKER- 
PLANCK equation, based on a numerical scheme developed 
for the VLASOV equation : this equation is transformed into 
a conservative system and solved similarly to the MAXWELL 
equations (i.e. Finite Volume method). 
Q Below 50 krn altitude : collisional effects become 
preponderant and the electron drift becomes negligible during 
the HPM pulse transit. Transport terms in BOLTZMANN 
equation are then negligible and the macroscopic space 
charge collapse to near zero. Current source terms for 
MAXWELL equation resolution are possible to approximate 
using the simplified "local field model. Such a numerical 
simulation permits to predict the formation of "plasmoids" in 
zones of enhanced electric field due to target coupling. 
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LABQRATOIRE D'ESSAIS FlER DE FORT NIVEAU HYPERFREQUENCE 

JP. BRASILE, G. JEAN-FRANCOIS, M. SIMON 

THOMSON SHORTS SYSTEMES 

9, rue des Mathurins - BP 150 - 92223 BAGNEUX CEDEX (FRANCE) 

Un laboratoire de forte puissance hyperfrequence a ete etudie et realise par THOMSON SHORTS 

SYSTEMES. Cette installation produit : 
- de fortes puissances hyperfrequence (1GW crete), 

- des champs forts rayonnes. 

Les possibilites de cette installation permettent : 
- de realiser des essais de vulnerabilite en champ forts hyperfrequence, 

- d'gtre utilise comme demonstrateur technologique mettant en oeuvre de fortes tensions pulsees (1 
MV) de forts courants (quelques dizaines de kA) et de grandes puissances hyperfrequences 
rayonnees (1 GW). 

2 -  DESCRIPTION 

L'installation est constituee de : 

2-i- LIENSEl\ilBLE GI~NERATEUR HAUTE TENSION COMPRENANT : 

une Alimentation 100 kV, 

un generateur de Marx compact delivrant de 0,4 a 1,2 MV pour 20 kA. L'energie stockee est de 3 kJ 
pour une capacite equivalente de 4,17 nF avec 12 etages. L'isolement electrique est assure par du 

gaz SF6 sous pression. (0. BECLE et al, 8th IEEE lnternation Pulse Power Conf. pp. 998-1000 San 

Diego 1991), et le fonctionnement est monocoup, 

une ligne coaxiale de mise en forme des impulsions de tension. 

2-2- L'ENSEMBLE GENERATEUR HYPERFREQUENCE : 

Un magnetron relativiste en bande S (type 6 vannes de Physics International.), 

un ensemble de focalisation (champ magnetique jusqu'a 1,2 Tesla) 
1 a 3 antennes de type cornet (1 6 dB de gain), 

des moyens annexes (vide, refroidissement, .....) 

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)" 
held in Ottawa, Canada 2-5 May 1994. 



Cet ensemble est installe dans une casemate permettant la protection contre les rayons X. 

La figure ci-apres represente I'installation: 

DIMENSIONS: 

Diametre : 1,3 m (avec Focalisateur) 
Longueur : 1,8 m Generateur RF ) 
Poids : 2,5 t (avec Focalisateur) 
L.Totale : 7 Ill  ( Ensemble Complet ) 1 

2-3- UNE CHAhlBRE DE RAYONNEMENT R.F.. 

Cet ensemble consiste en une chambre anechoi'de de dimensions 

CHAMBRE.D'ESSAIS pour Fortes 
Puissances Hyperfrequences 

Longueur : 22 m 
Largeur :10m 
Hauteur : 5,5 m 

2-4- DES MOYENS DE CONTROLE COMMANDE ET DE DIAGNOSTICS. 

ces moyens sont implantes dans une cage de Faraday. 



Les performances obtenues avec I'installation d'essais FlER sont 

- Puissance hyperfrequence : gamme de 60 MW a 1 GW sur 1 a 3 sorties hyperfrequences avec une 
energie maximale de 25 J par impulsion. La duree des impulsions varie de 20 ns a 100 ns en 

fonction de regime de fonctionnement et des frequences utilisees. 
- Frequences : 2,8 GHz ; 3,2 GHz et 3,7 GHz, 
- courant magnetron (4 a 20 kA), 
- champ magnetique axial 0,4 a 1T 
- Tension appliquee : 400 kV a 900 kV. 

La forme typique des impulsions pour la puissance de sortie R.F. en fonction du temps est illustree par les 

figures ci-dessous : 

Frequence a 2,8 GHz 

. . 
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La puissance hyperfrequence generee par le magnetron est transportee par guides d'ondes jusqu'a trois 
cornets de 16 dB de gain qui rayonnent dans la chambre. Les caracteristiques principales rayonnees sont 
indiquees dans le tableau ci-apres : 



4 -  ENSEMBLE COMPACT 

Dans le but de realiser un ensemble compact de generation MFP le fonctionnement du magnetron 
relativiste directement connecte au generateur de MARX a ete teste avec succes. Le MARX compact 
developpe par TSS est de faible self (front de rnontee inferieur a < 50 ns sur 50 !2 a 900 kV) et de petites 
dimensions (volume inferieur a 0,6 m3 ) pour une energie stockee de 3kJ. L'installation realisee est 
representee ci-dessous. 
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Frequence (GHz) 

Puissance Crete (MW) 

Largeur Impulsion (ns) 

Front de montee (ns) 
Surface eclairee (3dB) (m2) 

- a 3 m  
- a 6 m  
- a 1 0 m  
- a 1 4 m  

Densite de pilissarice / 
Champ crete 
( ~ / m 2 )  ( k ~ / m )  

- a3m 
- a 6 m  
- a l O m  
- a 1 4 m  

2,8 

350 

55 

3 a 20 

1,4 
5,5 

15,3 
3 0 

13570 / 320 
3400/160 
1220 I 9 5  
620 / 70 



Le fonctionnement dans cette configuration fait apparaitre deux gammes de fonctionnement : 
- Impulsions longues (de I'ordre de 100 ns) a faible puissance (= 60 MW), 
- Impulsions courtes ( de I'ordre de 20 a 30 ns) a forte puissance (2 600 MW). 

Une illustration de ces deux regimes de fonctionnement est donnee ci-dessous : 

28:1.0 ~ l s ' d i v  I - e n 1  t i m e  '- 

5 -  EVOLUTIONS : 

II est prevu de faire evoluer I'installation champs forts FlER sur les points suivants : 
- Repetitivite : trains d'impulsions de 30 s a quelques hertz (les premiers essais sont satisfaisants), 
- Compacite : generateur de MARX de 2,25 kJ a 800 kV dans 150 a 200 litres, 
- Frequence : Etude d'un amplificateur bande X de forte puissance (GW). 

6 -  CONCLUSION 

Le laboratoire d'essais FlER permet la generation de champs forts jusqu'a 13 kWIm2 pour plusieurs 

frequences en bande S. 
La duree des impulsions hyperfrequences generees peut &re variable de 100 ns a 15ns. 

La chambre de rayonnement est dimensionnee pour accepter des objets de grandes dimensions. 
Les e\~olutions futures envisagees en font un outil pour I'etude de vulnerabilite de systemes dans une 

gamme de fonctionnement encore elargie. 



E. SCHWEICHER 

1/ A 10 m, la densite de puissance est-elle de 10 kw/cm2 ou bien 10 kw/rn2 ? 

21 Quel est l'encombrement quand le Marx est connect6 directement au magnetron ? 

AUTHOR'S REPLY 

1 / Elle est de 10 k ~ / c m 2  

2/ Longueur = 3 m ; diam2tre = 1,3 m 

Translation: 

Q. 
1. At 10 m, is power density 10kW/cm2 or 10kW/m2 ? 

2. What are the dimensions when the Marx is connected directly to 
the magnetron ? 

2. Length = 3m ; diameter = 1.3m. 



RADIAL ACCELETRON, 
A NEW LOW-IMPEDANCE HPM SOURCE 

Moe Joseph Arman 

PHILLIPS LABORATORY 

Electromagnetic Sources Division, PLlWSR 

3550 Aberdeen Ave. SE 

Kirtland AFB, New Mexico, 87117-5776 

SUMMARY 

Under a grant from the National Research 
Council and in collaboration with the Phillips 
Laboratory, the author was tasked to explore 
and analyze the proposed concept of using 
transit-time effects in a coaxial geometry to 
develop a low-impedance HPM source that 
uses no external magnetic field and no 
confining foils. This source will work in the 1- 
20 GHz range and will have a power output of 

I 
no less than 1 GW. The input will be a low- 
voltage dc pulse of only 350kV or less with a 
flat top of approximately 200ns. The dc pulse 
is launched into a coaxial structure that is the 
diode, the oscillator, and the buncher all in 
one. Strong impedance mismatch between the 
diode section and the body of the device 
provides enough reflection to have a well 
defined coaxial cavity of high Q to support 
cavity characteristic modes. Electrons are 
emitted from the inner conductor of the 
structure and as they accelerate towards the 
anode they interact with a selected 
characteristic mode of the structure, on the 
average losing kinetic energy to the mode. 
This process continues until the RF fields are 
strong enough to modify the transit time away 
from the optimal value thus leading to 
saturation. The source offers significant 
improvements in power, repetition rate, size, 
and efficiency. Because of the coaxial 
structure, the diode impedance may be 

reduced to a few ohms thus allowing larger 
input and output powers. With no foils to 
erode, the only thing limiting the repetition 
rate is the vacuum ability, and since there is 
no external magnetic field required, the device 
is simple, lightweight and inexpensive. 
Because of the strong bunching the efficiency 
is high. As is the case with all transit-time 
oscillators, the signal is stable and 
monochromatic. The device may be used as a 
buncher or as an oscillator. In what follows I 
present the progress made so far and show 
that all goals set forth in this project are 
achieved. In addition it is shown that the gated 
emission of electrons, a process basic to high 
power rf-amplification, is a natural by-product 
of the mechanism used in this device. 

1. INTRODUCTION 

Accelerated motion of electric charges is 
the source of all electromagnetic radiations. 
Fields of characteristic modes of high Q 
conducting structures can be used as an 
accelerating mechanism for coherent radiation 
from charged particle beams in the microwave 
range(1-6). For instance when streaming 
charged particles cross a cavity resonating at 
one of its characteristic modes, decelerating 
fields of the mode, under certain conditions, 
can cause the charges to radiate coherently 
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thereby losing some of their kinetic energy 
and enhancing the fields. This process, 
known as 'Transit-Time' effect, has been 
understood since the 1930's. However, mainly 
because of very low growth rate and partly 
because of low saturation levels, no 
significant amount of microwave radiation 
has been produced with the nonrelativistic 
charged particle beams available until now. 
An attempt in increasing the beam current in 
order to increase the power would result in 
strong space charge depression and formation 
of virtual cathode. Recent advancements in 
pulse-power technology has made relativistic 
giga-amp beams possible thereby reviving the 
Transit-Time Oscillators (?TO) as a possible 
source of HPM radiation. Since the 
resonating structure has a strong stabilizing 
effect on the process, HPM sources based on 
?T07s are robust, stable, monochromatic, and 
efficient. 

Radial acceletron is one such new source 
but in addition because of its cylindrical 
structure it is of a very low impedance (high 
power) and because it combines the oscillator 
with the diode, it uses no foil so it can be 
repeated at a very high rate. Furthermore for 
the modes explored here, the radial acceletron 
uses no external magnetic field so it is very 
compact and light. In section 2 the theory 
involved in radial acceletron is explored. The 
results of numerical simulations are presented 
in section 3. Section 4 is the conclusion and 
suggestions for follow-up work. 

2. THEORY 

We start with a brief qualitative description 
of the theory of transit-time oscillators. When 
charged particles cross a structure with 
standing RF waves they undergo a series of 
accelerations and decelerations. If the 
particles' transit-time is close to the period of 
the RF and the radiation is the lowest mode in 
the direction of the transit, there will be one 
acceleration and one deceleration in an order 
that depends on the phase at the time of entry. 

Those particles who accelerate first and 
decelerate next will travel faster than the 
average and have gained some kinetic energy 
upon leaving. Those particles that enter at a 
decelerating phase however will spend more 
time in the cavity than the average transit 
time. These particles lose more kinetic 
energy than those of the opposite phase 
gained. The overall result is a net flow of 
energy from the beam to the fields. This 
process continues until the average transit 
time becomes significantly different from the 
initial transit time and the fields cease to grow 
any further. 

In an acceletron this process takes place in 
a diode and the particles are, in addition to the 
RF fields, also subject to the dc fields of the 
diode. This not only allows for a more 
compact system because the diode and the 
resonating cavity are combined into one, the 
uniform acceleration due to the dc fields 
raises the space charge limited current thus 
allowing more current at a lower voltage. 
Combining the diode and the resonator also 
eliminates the need for foils in the path of the 
beam thus allowing for very high repetition 
rate. 

In a radial acceletron, in addition, the diode/ 
resonator has a coaxial structure that allows 
for much smaller diode impedances and 
consequently higher power for any given 
voltage. Figure 1 is a schematic drawing of a 
radial acceletron with coaxial loading. It 
consists of two coaxial lines sharing the same 
outer conductor. The inner conductor to the 
left is the cathode, enlarged at the emission 
area to enhance the fields and to increase the 
emission surface. The dc pulse is launched 
from the left. The electrons move radially 
towards the anode and radiate in the process. 
The radiation is extracted through the coaxial 
line to the right. 



Figure 1. Schematic plot of the radial acceletron with radial loding. The dc pulse is launched from the left. 

2.1 SMALL-SIGNAL ANALYSIS 

~ The most complete solution to the radial 

I acceletron problem is to solve the maxwell's 
equations for the entire system and find the 
fields and the current self-consistently as a 

I function of time. This approach is however 
intractable because of the complicated 1 boundary conditions involved. In the small- 
signal gain approximation the fields are 
initially assumed known, eigenmodes of the 
system, and the current assumed fixed. The 
nonlinear effects, if any, and the space charge 
effect are ignored in this approximation, and 
the saturation mechanism can not be 
addressed. In this approximation, the energy 
exchange between the beam and the rf 
radiation may be described by 

d (Energy 
d t = J (j. 6) d v  (1) 

beam 

-L A 

where J is the beam current, E is the sum of 
the d.c. field and the electric field of the 
eigenmode assumed present in the cavity, and 
the integration is over the beam volume. 
Furthermore, to assure analytic solution, non- 
relativistic approximation is used and the 
calculation is carried out for a single particle. 
Generalization to a stream is trivial. 

Assuming a TMOOl mode and a rectangular 



approximation to the eigenmode in the 
coaxial cavity, we integrate the equation of 
motion to get 

where v is the velocity of the electron as a 
function of time, e is the electron charge, V is 
the dc voltage, m is the electron mass, d is the 
diode gap, Eo is the amplitude of the assumed 
rf field, o is the angular frequency of the rf, 
and Q, is the phase at which the particle was 
emitted. Integrating (2) with respect to t over 
the gap gives 

eE0 -- ( cos ( o z  + Q,) - COSQ,) (3) 
m a 2  

where z is the transit time of the electron. If 
we further assume that the transit time z is 
comparable to the period T of the rf, equation 
(3) reduces to 

Solving for z and assuming Eo<c(V/d) we 
have 

Eo sin Q, 
t =  (-- ov . (5) 

Substituting (5) in (2) gives the final velocity 

vf as a function of Q,, V, and d 

vd, the velocity gain due to the rf, is given by 

where vdc is the final velocity in the absence 
of rf. vd averaged over Q, changes sign with d, 
displaying alternating regions of growth and 
damping as a function of d. vd is a measure of 
how much energy is being exchanged 
between the beam and the rf. This quantity 
may be summed over all electrons to find the 
growth rate for the rf radiation. 

3. SIMULATION 

The TMOOl mode of the radial acceletron 
has been studied rather extensively using the 
2-D PIC codes ISIS and MAGIC and the 3-D 
PIC code SOS. The 2-D simulations were 
carried out to verify the principle behind the 
radial acceletron and to confirm its viability as 
a high power source of microwave. The 3-D 
simulations were performed to rule out the 
presence of non-axisymmetric modes that 
could disturb the TMoOl mode. A tentative 
axial loading of the device was also modeled 
using the 2-D code MAGIC. An unoptimized 
rms efficiency of 15% has been observed. 



3.1 2-D SIMULATIONS 

The 2-D simulations were carried out for a 
device designed to produce the TMool mode 
at 3.1 GHz. operating at 300kv. The choice of 
the TMool mode was arbitrary, other modes 
and other frequencies are equally achievable. 
The radius of the inner conductor at the 
emission surface, Figure I., is 23.4 cm, the 
radius of the anode is 27.0 cm, and the cavity 
is 6.4 cm long. The emission surface is 3.2 
cm long. The input line impedance is 20 a, 
the load impedance is 4 Q and the gap 
between the diode and the load is 8 cm. A 
short risetime of 5 ns for the dc pulse was 
applied to speed up the simulation. In some 
simulations Bragg reflectors were used in the 
input line to increase the Q of the cavity. 

Figure 2 is a plot of particles trajectories as 
they move towards the anode. This 
corresponds to a time when the instability has 
saturated and the emission is fully modulated 
by the rf's electric field. In addition to this 
modulation, interaction with the rf has further 
bunched the beam to very high densities, an 
indication of possible high efficiency. Figure 
3 is a perspective plot of the radial electric 
field showing the rf propagating along the gap 
and down the coaxial load to the right. The 
Bragg reflectors in the input line have reduced 
the backward going rf to a very low level. 
Notice that the peak values of the rf amplitude 
in the coaxial load is larger than the dc 
amplitude in the input line. 

Figure 2. Computer simulation of the radial acceletron showing the electron in a gated emission pattern. The 

Bragg reflectors in the input line are for confining the rf fields. Only the upper portion of the device 

is modeled. 



Figure 3. Perspective plot of the radial electric field showing the rf being generated 
in the cavity, propa ating radially outward towards the coaxial line and a leaving the system t rough the coax. 

Figure 4a. Time plot of the radial potential at the center of the resonator cavity. 
The amplitude of the ac voltage exceeds the dc value by a small fraction. 

Figure 4b. The fourier transform of 4a showing a stable signal at approximately 3.1 GHz. 



Figure 4a is the voltage in the center of 
the diode (i.e. E, at the center integrated along 
the radius) plotted as a function of time. The 
amplitude of the rf is slightly larger than the 
magnitude of the input pulse. Figure 4b is the 
fourier transform of 4a. It shows a pure 
TMoOl mode with no indication of any mode 
competition.Figure 5a is the time plot of the 
radial current density in a/m. The total dc 
current, 23trjp is approximately 10ka.The peak 
rf current is approximately 4 times that, 
indicating very strong bunching. The fourier 
analysis of the current time plot, Figure 5b, 
shows up to 4 harmonics present. The 
enlargement of the current plot shows regions 
of zero current caused by emission turn-off 
due to strong rf fields at the cathode. This 
modulated emission feature is similar to the 
gated emission patterns much desired in many 
rf related applications of intense electron 
beams. 

Figure 6a is a plot of the extracted rf 
power as a function of time. The peak power 
is approximately 500mw, leading to an rms 
efficiency of 15%. No effort so far has been 
made in optimizing the loading and the 
extraction mechanism. Based on the bunching 
properties of the beam, the author is confident 
an overall rms efficiency of 25% is readily 
possible. Figure 6b is the fourier transform of 
6a showing the main peak at twice the 
frequency of the rf radiation. This indicates 
the extracted power is almost entirely ac 
radiation. 

3.2 3-D SIMULATIONS 

The purpose of the 3-D simulations was to 
rule out the possibility of mode competition 
due to non-axisymmetric modes. The 
acceletron with the TMOOl mode is basically a 
two-dimensional problem. However to model 
the non-axisymmetric modes one needs to 
model the entire device The device modeled 
in two dimensions was also modeled in three 
dimensions with the azimuthal angle ranging 
from 0 to 360 degrees, in cylindrical 
geometry. The gridding was chosen to 

resolve any modes at TM333 or lower. No 
modes other than the TMoOl mode was 
observed for the parameters used. Figure 7 is 
a plot of the fourier transform of the beam 
current from the 3-D simulation indicating 
there are no mode other than the mode 
observed in the 2-D simulation. 

The 2-D Particle-In-Cell (PIC) codes 
MAGIC and ISIS, and the 3-D PIC code SOS 
were used extensively in this work. 

4. CONCLUDING REMARKS AND 
FUTURE WORK 

Radial acceletron being a transit-time 
oscillator latches onto a characteristic mode 
of the structure supporting it and as such it 
produces a stable monochromatic radiation at 
a fixed frequency with little possibility of 
mode shifting or mode mixing. Furthermore, 
being an acceletron it allows the source to 
work at lower voltages (-250 KV) without 
forming virtual cathode. Radial acceletron in 
particular because of its radial mode of 
operation allows much lower impedances for 
the diode, leading to higher inputloutput 
powers at lower voltages (-lOka of current for 
a 250KV pulse). In addition because there is 
no external magnetic field, the source is small, 
light, and portable. Also because there are no 
foils necessary, potentially high repetition rate 
are possible. 

Numerical simulations have confirmed the 
viability of the concepts involved. The 
bunching and the gated emission features f the 
device are particularly encouraging. 
Switching to much higher frequencies with 
little or no drop in the power output is 
possible. The efficiency(rms), based on 
preliminary loading simulation results and 
bunching levels observed, could exceed 
50%. The author believes a 2GW source in 
the x-band operating at 250KV with a 
repetition rate of 1 khz is possible. 



Figure 5a. The time plot of the total radial current in the resonator cavity. The peak ac current 
is at least four times the dc level. 

Figure 5b. The fourier transform of 5a showing up to five harmonics, an indication of 
strongly bunched beam. 



Figure 6a. The time plot of the extracted power through a coaxial load showing a stable 
rf signal. The axial load is not optimized and the choice of axial extraction is 
not final. 

Figure 6b. The fourier transform of 6a showing a monochromatic rf signal at twice the 
frequency of the rf fields. 



Figure 7. The fourier transform of the modulated total current in the 3-D simulation. 
This plot confirms the absence of non-axisymmetric modes in the cavity. 

Future work on radial acceletron is 
basically optimization and load configuration. 
Once the loading is designed, a prototype for 
experimental testing can be built. Integration 
of the source into the pulser system and the 
antenna should not present any major 
problems. The Phillips laboratory is planning 
an experimental test of the radial acceletron 
for early 1994. 
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DISCUSSION 

E. SCHWEICHER 

Your Bragg reflector seems to me comparable to the grating of a DFB laser. Does it 

I mean that the width of the groove (which constitutes the Bragg reflector) is exactly half 
I a wavelength ? 

AUTHOR'S REPLY 

They work like grating of a DFB lasers, but the ratios are not exactly like those of the 

DFB laser. 

J. PIGNERET 
I 

I 1/ What is the mechanism which controls the growth rate of the AC E field ? 
I 

I 2/ Can you input external EM energy, synchronously, to speed up the growth ? 

AUTHOR'S REPLY 
1/ Many parameters are involved like the dimensions, the dc pulse parameters and 
the time of flight for the electrons crossing the gap. The growth rate is rather small 
here because of the low Q-factor in the cavity. 

2/ Yes, that will help. 

I H. BOTTOLLIER-CURTET 

1 Is the plasma gap closure a potential limitation of this device ? 
I 

AUTHOR'S REPLY 

Yes, it could be but this problem requires a lot of CPU time. Will be examinated 

numerically. 

J. NITSCH 

1/ How did you match the outer part of your coaxial line with the air ? 

2/ How does the radiation pattern looks like ? 

AUTHOR'S REPLY 

1/ It will depend on the kind of loading. 

2/ Not investigated. 
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