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Abstract
Microwave Doppler radar can be used for non-contact, through-clothing measurement

of chest wall motion, from which heart and respiration signatures and rates can be derived

in real-time. A heart and respiration rate monitor has been developed based on this princi-

ple and the radio electronics have been integrated on a single CMOS chip, making

inexpensive mass-production and miniaturization of the system possible. Although there

are many potential applications for non-contact monitoring of heart and respiration rates,

the fully integrated version focuses on the large and growing home monitoring market. 

This dissertation thoroughly explores the design requirements and trade-offs for this

system, analyzing the transceiver architecture, circuit specifications, and the effects of

phase noise on the system. Non-quadrature 1.6-GHz direct-conversion continuous-wave

transceivers have been developed in 0.25-µm CMOS and BiCMOS, and two different

2.4-GHz quadrature direct-conversion continuous-wave radar transceivers with 1-mW

transmit power have been fabricated in 0.25-µm CMOS. In a direct-conversion receiver,

the phase relationship between the received signal and the local oscillator has a significant

effect on the demodulation sensitivity, and the null points can be avoided with a quadra-

ture receiver. The range-correlation effect on residual phase noise is a critical factor when

detecting small phase fluctuations with a high-phase-noise on-chip oscillator. Phase noise
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reduction due to range correlation has been experimentally evaluated, and the measured

phase noise was within 5 dB of predicted values on average.

Data is presented from the method comparison study in which heart and respiration

rates measured with the 0.25-µm CMOS quadrature Doppler radar system were compared

with those measured with standard techniques on 22 human subjects. Accurate measure-

ment of heart rate at 1 m and accurate respiration measurement at 1.5 m are shown. The

data from the method comparison study is used to confirm theoretical estimates of the

SNR, to evaluate techniques for combining the quadrature output signals and to evaluate

techniques for determining the heart rate from the heart signature. Principal components

combining is used to combine the quadrature signals and autocorrelation of the heart and

respiration signatures is used to determine the heart and respiration rates. 

The current version of the single-chip Doppler radar cardio-respiratory rate detection

system can successfully measure heart rate up to one meter and respiration rates up to two

meters in most subjects that have been instructed to sit still, and it could be used to moni-

tor sleeping or unconscious persons from a relatively close range, avoiding the need to

apply electrodes or other sensors in the correct position and to wire the subject to the mon-

itor. Doppler radar cardiopulmonary monitoring offers a promising possibility of

non-contact, through-clothing measurement of heart and respiration rates. A CMOS sin-

gle-chip version of this technology offers a potentially inexpensive implementation that

could extend applications to consumer home-monitoring products, and could enable the

use of multiple transceivers to solve some system-level problems. Further advances in the

circuit design, system design and signal processing can increase the range and quality of

the rate-finding, broadening the potential application areas of this technology.
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Chapter
1 Non-Contact 
Cardio-Respiratory 
Monitoring

1.1 Introduction

Non-contact detection and monitoring of human cardiopulmonary activity through

clothing and bedding could be a valuable tool in sleep monitoring and home health care

applications. Patients with conditions that can be perturbed or worsened by contact sen-

sors include neonates, infants at risk of sudden infant death syndrome, adults with sleep

disorders, and burn victims; a non-contact heart and respiration rate monitor could provide

vital signs monitoring without affixed electrodes for these patients. Most alternatives to

standard heart and respiration monitors require contact and usually accurate control or

placement, which may be impossible or undesirable in many situations. Additionally, a

non-contact sensor could be used in situations where individuals need to move between

measurement stations without the restriction of electrodes, leads, or cuffs; a vital signs

monitor that can sense non-contact and through clothing would be ideal in these situations.

Microwave Doppler radar has been used to sense physiologic movement since the

early 1970s [24]. The original work was done with bulky, heavy, and expensive

waveguide components, limiting its use to research environments. Recent advances in

microfabrication and in wireless technology have enabled integration of a Doppler radar

transceiver on a single chip that is compact, lightweight, and inexpensively mass-produc-

ible. With smaller and less expensive circuitry, microwave Doppler radar measurement of
1
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heart and respiration rates would be welcome in situations where electrode and chest-strap

monitors cause discomfort or are difficult to apply. The potential low cost of the fully-inte-

grated version makes home monitoring of infants and adults with sleep disorders or

chronic illness an attractive market. Keeping costs down is critical for high-volume con-

sumer markets. Two devices in the consumer home-monitoring market, the Angelcare

Baby Nursery SIDS Monitor, which uses an under-the-mattress sensor, and the Sleep-

tracker watch, which provides information about the wearer’s sleep state, cost $100 and

$150, respectively. This price range would be targeted for a home heart and respiration

rate monitoring system using Doppler radar. Waveguide devices could not be used in this

price range, so this market motivates the development of a single-chip version of this

device.

Additionally, the use of multiple radar transceivers and MIMO (multiple-input, multi-

ple-output) signal processing shows promise for overcoming problems with the Doppler

sensor due to motion artifacts and multiple subjects in a sensing area [40]. This would

enable measurements in clinical environments for neonates and burn patients, as well as in

spacecraft for astronaut monitoring. The use of many transceivers would require that each

transceiver be relatively inexpensive, which the fully-integrated version provides.

The silicon-based radar chips presented in this thesis are direct-conversion Doppler

radar transceivers, operating at 1.6 and 2.4 GHz. Each has a single oscillator and output

power comparable to the low-end power of consumer radio electronics (under 10 mW).

The 2.4-GHz systems use a quadrature receiver to decrease the effects of null points and

thus improve on the accuracy of the single-channel 1.6-GHz transceivers. One of the most

critical challenges involved in integrating the microwave radar transceiver in a CMOS

chip is the notoriously high level of phase noise of CMOS oscillators. Phase noise on the

transmitted signal is translated to amplitude noise on the baseband output signal in the

radar system. However, range correlation phase noise filtering [4] decreases the effect of

phase noise sufficiently for an integrated oscillator to be used successfully in this system.
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1.2 Radar Measurement of Physiological Motion

Doppler radar motion sensing systems typically transmit a continuous wave (CW)

electromagnetic signal (sometimes frequency modulated) that is reflected off a target and

then demodulated in the receiver. According to Doppler theory, a target with a time-vary-

ing position but no net velocity will reflect the signal, modulating its phase in proportion

to the time-varying position of the target. A stationary person's chest has a periodic move-

ment with no net velocity, and a CW radar with the chest as the target will therefore

receive a signal similar to the transmitted signal, with its phase modulated by the

time-varying chest position, as shown in Figure 1.1. Demodulating the phase will then

provide a signal directly proportional to the chest position, which contains information

about movement due to heartbeat and respiration, from which heart and respiration rates

can be determined. Non-contact heart and respiration monitors have been developed based

on this principle [24]. The peak-to-peak chest motion due to respiration in adults ranges

Figure 1.1: Block diagram of continuous wave radar for measurement of physiological motion. 
The phase of the reflected signal, , is directly proportional to the chest motion, 

, and is scaled by the wavelength, .
θ t( )

x t( ) λ

x(t)
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from 4 mm to 12 mm [9, 21], while the peak-to-peak motion due to the heartbeat is about

0.5 mm [35]. When the wavelength is greater than twice the peak-to-peak motion, the sig-

nal can be demodulated by simply multiplying the signal with an unmodulated signal from

the same source. When the wavelength is less than twice the peak-to-peak motion, a

quadrature receiver is required and more advanced signal processing must be used to

accurately demodulate the signal. At 1.6 and 2.4 GHz, the wavelength is 18.75 cm and 12

cm respectively, so the wavelength is much greater than the chest motion for measure-

ments made in this thesis. The tradeoffs with frequency are covered in detail in Chapter 2.

1.3 CMOS Radio and Microwave Circuits

1.3.1 Advances in the Integration of RF Circuits in CMOS

The demand for faster digital processors has driven development of smaller and faster

silicon transistors. Thanks in part to these advances, today’s bipolar and MOSFET devices

are suitable for radio-frequency integrated circuits for wireless applications. BiCMOS

technology offers both bipolar and MOSFET devices for circuit design, but the bipolar

module increases the number of masks and the process cycle time, and therefore also the

cost. The development of RF circuits in CMOS technology is less expensive and affords

the opportunity to integrate RF and digital components on a single chip. Once considered

unsuitable for RF circuits due to lower transconductance per bias current ratio, the

increased device speed of CMOS technology compensates for some of its drawbacks.

Designers continue to explore the technology advantages of CMOS, such as higher linear-

ity and lower minimum noise figure than bipolar devices. More expensive substrates, such

as GaAs, are sometimes used in high frequency circuits to reduce crosstalk, improve lin-

earity, and reduce noise. However, the GaAs wafers are more expensive, and fabrication

costs are greater because there are fewer foundries than there are for silicon and because

advances are not made as quickly without the pressure of the large digital circuits market.
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1.3.2 Advantages of Single-Chip Silicon Circuits

Single-chip circuits are small and lightweight in comparison to the waveguide micro-

wave devices used in the past for radar systems. Although printed circuit board solutions

for microwave designs are now common, the size and weight of the discrete microwave

components is significantly greater than a single chip. 

The major advantage of using silicon CMOS technology rather than other substrates

and/or bipolar devices is the cost savings. Because this technology is used for digital elec-

tronics that are pervasive in today’s society, modern foundries for chips are plentiful, and

competition and high volume have led to cost reductions. The total cost of a chip is the

sum of the design costs, the mask costs, the silicon costs and the backend costs. The num-

ber of masks and the complexity of processing affect both the wafer cost and yield [11].

The silicon cost is a function of the finished wafer cost, the yield, and the number of pos-

sible die per wafer, which depends on the size of the die and the wafer. The finished wafer

cost depends on the raw wafer cost, the wafer processing cost, and the wafer test costs.

Backend costs include everything after the wafer is probed: dicing, packaging, bonding,

trimming, and testing. These are the critical factors in the total cost of a chip. In very high

volume products that can be placed in inexpensive packages, the silicon cost is over three

quarters of the packaged unit cost [10]. The finished silicon costs are significantly reduced

by using a silicon substrate rather than more expensive silicon-germanium (SiGe) or gal-

lium-arsenide (GaAs) substrates, and by using a common process with a low number of

process steps, such as CMOS. A CMOS process uses about 30 masks, and adding bipolar

devices to the process requires 4-5 additional masks. With 20% more masks and 20%

more process steps, the wafer processing cost of a BiCMOS wafer can be roughly esti-

mated to be about 20% more than for a pure CMOS wafer [28]. The cost differences

between silicon substrates and GaAs substrates were discussed by Negus and Millicker in

[32] in 1993. At that time, GaAs wafers cost between 20 and 50 times more than silicon

wafers. In high volume production, the wafer size and yield are more important than the

wafer cost, and both favor silicon.
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Packaging is often a major factor in cost when reduced parasitic capacitances, resis-

tances, and inductances are required, as is typically the case with radio and microwave

circuits. Exposed pad packages, commercially available from Amkor Corporation, are

designed for circuits up to 2.4 GHz. The exposed pad, on the back of the package, can be

soldered directly to the printed circuit board, reducing the ground loop inductance, which

improves performance in high frequency applications [1]. 

1.3.3 Challenges Posed by Integration of RF Circuits in Silicon

Recent advances in CMOS silicon technology focus on decreasing the cost of digital

production, and therefore do not necessarily improve many of the limiting factors for RF

electronics. Radio circuits require low noise, high linearity, and good passive components

[23]. CMOS devices have excellent linearity, but are plagued with low-quality passive

components and high 1/f noise.

The passive integrated components required for radio frequency designs are typically

compromised by parasitic capacitances, inductances and resistances that are significant at

radio frequencies, and they often take up a large percentage of the area on radio frequency

die. Inductors are necessary in radio frequency designs, while they are not needed in most

analog or digital integrated circuits. Manufacturing repeatability requires the use of

on-chip planar spiral inductors, such as those shown in Figure 1.2. Analytical formulas

that include parasitics exist for these inductors [30], which enables optimization of their

design. However, even with an optimized design, the parasitics have a great effect on these

inductors, limiting the achievable quality factor to between 5 and 10. (The quality factor,

Q, is defined as the angular frequency multiplied by the ratio of the energy stored to the

average power dissipated.) The quality factor for surface-mount discrete inductors is typi-

cally twenty or more times higher. A second type of passive component, the on-chip

parallel plate capacitor, cannot avoid the substrate acting as an extra plate and therefore

adding unwanted parasitic capacitance. Additionally, because the distance between metal

layers does not change as technology scales, capacitor size does not scale with transistor

size and the capacitors take up a greater proportion of the die area.
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There is ongoing research in post-processing steps that can improve the quality of pas-

sive components [5, 22, 27, 38]. By etching to leave an air gap between the passive device

and the substrate, substrate loss in inductors and parasitic capacitance to ground in capaci-

tors can be greatly decreased, improving the quality factor of both types of passive

devices. Simply etching the substrate beneath the passive device can be done with a single

post-processing step [22] but results in a device that deforms with acceleration and tem-

perature changes in ways that can cause significant changes in its electrical properties

[25]. The best solution to ensuring robustness of suspended passive devices when faced

with temperature changes and vibrations has not yet been determined, and most proposed

solutions to these problems, including various supports and encapsulation, require at least

5 post-processing steps [6, 25], adding significant cost to the CMOS process. However,

suspended passive devices may become a viable option in the future, once solutions to

these challenges are reached.

The noise in CMOS transistors is dominated by 1/f noise from dc to tens of kilohertz

[33]. MOSFETs exhibit significantly more 1/f noise than bipolar devices do. This noise

Figure 1.2: Two on-chip planar spiral inductors in an active balun of the 2.4 GHz radar 
transceivers. These spirals have outside diameters of 340 µm and 270 µm, and 
their respective inductances are 8 nH and 4 nH.

100 µm
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affects the radar system in two places: when it is upconverted to oscillator phase noise [23]

and on the baseband output of the signal [29, 36]. Oscillator phase noise is the departure of

the oscillator’s output from a pure spectral tone, and is a particularly important parameter

in this application because the desired information is encoded in the phase of the reflected

signal. Low-quality passive components degrade the quality of the resonator, that sets the

frequency for the oscillator, further increasing oscillator phase noise.

1.4 Motivation for a Single-Chip Radar 
Cardio-Respiratory Monitor

1.4.1 Benefits of Non-Contact Vital Sign Sensors

Non-contact sensors neither confine nor inhibit the subject with cables, and they do

not cause discomfort or skin irritation with electrodes or straps. This makes the sensors

more attractive for long-term continuous monitoring. Since the patient is unaware of the

measurement, the patient is less likely to alter their respiration because they are being

measured, as commonly occurs in face-mask respiration measurements. Additionally,

there are no surface loading effects that might reduce the accuracy of the measurement, as

has been shown to occur with magnetometer measurements [42]. 

1.4.2 Utility of Heart and Respiration Rate Measurements

Vital signs, including heart and respiration rates, are recorded regularly in both emer-

gency and clinical situations. Several levels of information can be obtained by measuring

the heart and respiration rates. First, the data can be used to verify that the subject is

breathing and that the heart is beating. Respiratory rate and pattern are indicators of respi-

ratory physiology, whereas an irregular pulse rate can indicate cardiac abnormality. The

rates can be stored over time and trends can be noted, which can provide a valuable diag-

nostic tool. For example, the amount of increase in heart rate in response to apneic events

indicates the level of tissue hypoxia associated with sleep apnea [39], and changes in heart

and respiratory rates can indicate the sympathetic and parasympathetic responses to
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trauma [13]. Heart-rate variability, which may predict disease states [41], can be assessed,

and heart beat-to-beat times can be assessed to determine the presence of cardiac abnor-

malities such as an irregular beat-to-beat time, which can indicate atrial fibrillation [16].

The shapes of the heart and respiration signatures could potentially be used as an addi-

tional diagnostic tool; for example respiratory effort could be measured through the

amount of motion. 

Many factors add variability to the heart rate, including: circadian rhythm, which var-

ies the heart rate over cycles of five hours or more, temperature regulation, which varies

with about twenty-five-second cycles, cardiac sympathetic nervous activity, which varies

with about six-second cycles, and synchronization with respiratory rhythm, which varies

the beat-to-beat times with each breath [3, 41]. Because of different frequency responses

between parasympathetic and sympathetic modulation of the heart, frequency analysis of

heart rate variability can determine the balance between the sympathetic and parasympa-

thetic nervous activity. The loss of heart rate variability can indicate severe cardiovascular

diseases. Low heart rate variability has been shown to be a prognostic marker for several

cardiovascular diseases, including diabetic neuropathy, hypertension, myocardial infarc-

tion, and heart failure [41]. Adding storage of heart rate over time and heart rate variability

analysis to a Doppler radar heart and respiration rate monitor could provide additional

diagnostic capability to the system.

1.4.3 Safety Considerations

An often-cited concern with the use of radar technology for long-term health monitor-

ing is the potential danger that the radiation could pose to patients. However, the

single-chip CMOS radar circuits emit radiation at a lower power than most consumer

radio devices, and they are well within the FCC guidelines for operation in the 2.4-GHz

unlicensed band. The Federal Communications Commission (FCC) Code of Federal Reg-

ulations (CFR), Section 15.427 [15] states that the maximum output power in the

2400-2435 MHz unlicensed band is one watt. For antenna gain greater than 6 dBi, the out-

put power must be reduced by 1 dB for every 3 dB that the antenna gain exceeds 6 dBi.
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Most consumer wireless devices that operate in this band have radio output powers

between 10 mW and 300 mW, with some bluetooth devices transmitting as little as 1 mW.

These devices typically have antenna gains near 3 dBi. The radar system developed in this

thesis operates with an output power between 1 and 10 mW, at the low end of consumer

wireless products, and has an antenna gain of about 6 dBi, about double that of consumer

electronics. Given the similarity in the levels of radiation, this monitor poses no greater

risk to humans than do 2.4-GHz infant monitors, wireless LAN, or cordless telephones.

1.4.4 Potential Applications of a Single-Chip Doppler Radar 
Cardio-Respiratory Monitoring System

Due to the sensitivity of this measurement modality to motion artifacts, relatively still

subjects, such as hospitalized patients or sleeping subjects, are the most attractive targets.

With the less expensive and smaller circuitry provided by silicon CMOS integration of the

circuits, microwave Doppler radar could potentially be used in home monitoring, particu-

larly for monitoring of sleep apnea in both infants and adults, where long-term monitoring

using chest straps is often prescribed [14, 31]. Other applications include monitoring of

astronauts at their sleep stations while in space and clinical patients that are difficult to

place electrodes on, such as neonates and burn patients. With data from multiple transceiv-

ers and more advanced signal processing, motion artifacts may be removable, which

would make the technology practical for additional applications that would benefit from a

lightweight monitor that works through clothes, such as continuous monitoring of astro-

nauts and first responders, or use in emergency vehicles or triage situations. 

Additionally, the heart rate can be used to estimate energy expenditure [8, 19, 37]. This

estimate is very accurate after individual calibration against VO2 laboratory reading, and

is 85% accurate when population-wide calibrations are used [19]. Estimates of energy

expenditure are important for studies of obesity [19], dietary recommendations [19],

assessment of athletic training [8], assessment of effectiveness of exercise for weight con-

trol [8], and for epidemiological studies of physical activity [37].
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1.4.4.1 Sleep Disorder Monitoring

Although rates of Sudden Infant Death Syndrome (SIDS) have declined sharply in the

past fifteen years, SIDS is still the third leading cause of infant mortality and the leading

cause of postneonatal infant mortality [2, 17, 18]. In 2001, 8.1% of all infant deaths were

caused by SIDS, affecting 55.5 of every 100,000 live births. Apparent life threatening

events (ALTEs), defined as an episode that is characterized by some combination of

apnea, color change, marked change in muscle tone, choking, or gagging, are experienced

by 2.46 of every 1000 infants [20]. Apnea occurs in approximately 80% of newborns

weighing less than 1000 g at birth, and 25% of infants weighing less than 2500 g or with

less than 34 weeks’ gestation at birth [12, 31]. Although home electronic surveillance does

not reduce the risk of SIDS at this time, this may be due to limits of current home-monitor-

ing devices, or high false negative rates. If obstructed breathing, central apnea,

bradycardia, or oxygen saturation could be reliably detected, intervention could save

infants’ lives [18]. The Doppler radar device could detect central apneic events, where

there is no respiratory motion, and bradycardia, where the heart rate slows. Doppler radar

could be an integral part of a combination of sensors that could provide and accurate home

SIDS monitor.

One of every five adults has at least mild Obstructive Sleep Apnea (OSA), and one of

15 has at least moderate OSA [44]. OSA has many negative effects, including excessive

daytime sleepiness, increased risk of motor vehicle accidents, hypertension, psychological

distress, and cognitive impairment [43, 44]. Apnea is the cessation of airflow for ten sec-

onds or longer, and obstructive sleep apnea is apnea that occurs in spite of respiratory

effort. To differentiate between central and obstructive apneic events, measurements of

respiratory movement must be made in addition to measurements of airflow [34]. Current

laboratory polysomnography is cumbersome, inconvenient and expensive, causing consid-

erable interest in portable monitoring of the condition [34]. A Doppler radar monitoring

system could identify respiratory movement, without the difficulties that accompany a full

polysomnographic recording.
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1.4.4.2 Clinical Applications

In the neonatal intensive care unit, infants often suffer skin damage from adhesive

tapes, electrocardiogram electrodes, electroencephalogram electrodes, and transcutaneous

monitors, with some lesions leaving scars [7]. Monitoring the cardiac state of burn victims

can be challenging because it is sometimes difficult to find enough skin on which to apply

an ECG electrode. Sometimes the electrode is stapled to the skin, or to an undebrided burn

area [26]. Often esophageal ECG must be used because adequate skin area cannot be

located. A wireless heart and respiration rate monitor could fill the needs for both neonates

and burn victims, by enabling the monitoring of these vital signs without contacting the

skin with ECG electrodes.

1.5 Contributions to the Art and Science of 
Non-Contact Cardio-Rerspiratory Monitoring

1.5.1 Theory of Doppler Radar for Cardio-Respiratory Monitoring

Some background on radar systems is presented along with radar system architecture

options and tradeoffs in Chapter 2. Radar is introduced and a brief history of radar and its

sure in physiological monitoring is provided. Then design choices and the system theory

required to make the choices is presented, including radar and receiver architecture, fre-

quency, antenna gain, and transmit power. The transceiver design is also presented,

including the configuration of the circuit blocks.

Skin surface motion due to heartbeat, pulses, and breathing is described along with

techniques for measuring heart beat and respiration from this motion in Chapter 3. Surface

motion measurements are compared with traditional methods of monitoring vital signs,

and these are compared with Doppler radar measurement of heart and respiratory motion. 
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1.5.2 Single-Chip Doppler Radar Design

The designs of single-channel and quadrature transceivers are described in Chapter 4.

This includes discussion of the technology leveraged from CMOS cellular base station

transceiver designs, the design of the subcircuits, and the design of all the radar chips. The

critical measurements for each subcircuit are presented along with discussion of how the

designs help meet the goals and how designs could be improved in the future. The fabri-

cated circuits are characterized, and their performance is discussed in the context of

Doppler radar measurement of heartbeat and respiration.

1.5.3 Residual Phase Noise 

One of the biggest challenges involved in using a silicon CMOS radar is the transla-

tion of oscillator phase noise, notoriously high in fully integrated CMOS oscillators, to

output amplitude noise. When the same source is used for transmitting and receiving, the

phase noise of the received signal is correlated with that of the local oscillator, with the

level of correlation dependent on the time delay between the two signals. When the delay

is small, this effect greatly decreases the noise power at baseband. In a radar application,

this time delay is proportional to the target range. Hence, this phase noise reducing effect

is known as range correlation [4]. Range correlation is particularly important in measuring

chest wall movement since the heart and respiration information is encoded in phase mod-

ulations of 0.1 to 10 Hz, where the phase noise is near its peak. This will be discussed in

Chapter 5.

1.5.4 Human Measurement

Doppler radar measurements of heart and respiration rates were compared with

three-lead ECG measurements of heart rate and respiratory effort belt measurement of

heart rate on 22 healthy subjects. This method and results of this measurement are

described in Chapter 6. The theory of the variation of the signal-to-noise ratio with range

and radar cross section is presented, followed by the actual variation over the 22 subjects. 
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1.5.5 Signal Processing Techniques

The signal processing techniques used to separate superimposed heart and respiration

signals, to combine quadrature channels, and to determine the heart and respiration rates

are described in Chapter 7. Although the output signals from each branch of the quadra-

ture receiver theoretically can be combined to make one signal that is proportional to the

phase modulation, removal of dc offsets and amplitude or phase imbalance between the

two chains will greatly degrade the signal. Given these limitations, the arctangent tech-

nique, selection diversity, equal ratio combining, maximal ratio combining, and principal

components combining are explored as possible techniques to combine the quadrature

channels. Fixed filters can be used to separate the heart and respiration signatures, but then

the rates must be found. For the ECG, peak times can easily be detected to determine the

rates, but the Doppler signals do not have such a sharp peak, so many methods could be

used. The fast Fourier transform, autocorrelation, and peak-finding are explored to find

the heart rate.

1.5.6 Future Work and Future Applications

In Chapter 8, areas that could be improved in future versions of the single-chip trans-

ceiver are discussed, including architecture, circuit design, and signal processing. The use

of multiple transceivers with MIMO signal processing is also discussed. Additional poten-

tial applications after MIMO signal processing has been used to remove motion artifacts

and detect the cardio-pulmonary activity of multiple people in a measurement area,

including emergency, clinical, and continuous monitoring.
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Chapter
2 Background

2.1 Radar Introduction and History

2.1.1 Radar Introduction

Radar, an acronym for RAdio Detection And Ranging, describes a system that trans-

mits an electromagnetic signal and senses the echo from reflecting objects, thereby

gaining information about those objects. The time delay between the transmitted and

received signals indicates the distance to the target, the frequency shift of the received sig-

nal enables calculation of the target’s velocity, and the strength of the signal gives

information about the target’s radar cross section, which provides information about its

size, geometry, and composition. A major advantage of radio and microwave frequency

radar systems is that these waves can penetrate through some objects that light cannot pen-

etrate, allowing detection of objects that cannot be seen. However, radar systems

developed for different applications may operate at many different frequencies, varying

from a few MHz to optical frequencies.

As shown in Figure 2.1, a radar system typically consists of a transmitter, an antenna,

a receiver, and signal processing hardware and/or software [74]. The transmitter creates a

waveform and amplifies it to the required transmission power. A directional antenna both

concentrates the beam in the direction of the target and enables determination of the direc-

tion of the target; electronically tunable antenna arrays are often used for this purpose. The

receiver converts the signal from the transmission frequency to either an intermediate fre-

quency or baseband, separates the signal from both noise and interferers, and amplifies the

signal enough for digitization and/or display. Signal processing is used to reject clutter and
19
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out-of-band noise, while passing the desired signal, and to derive information from the

signal.

Depending on the radar system hardware and the type of signal sent, it may be possible

to detect the range and/or angle to the target, the size and shape of the target, and the linear

and/or rotational velocity of the target [74]. Depending on which of these parameters is

most important to sense, as well as the range to and the nature of the target, different radar

topologies may be used. A pure continuous-wave (CW) system can readily detect moving

targets via the Doppler shift of the received signal, although it cannot detect the range;

CW systems are commonly used when the rotational velocity of the target needs to be

detected. Police radar systems typically sense the speed of cars with pure CW radar sys-

tems because they are difficult to detect and interfere with [71]. Frequency-modulated

continuous-wave (FMCW) radar systems can detect both the range to and the velocity of

the target. Altimeters and Doppler navigation devices use FMCW radar systems [71].

Pulsed radar allows transmitting and receiving to occur at different times, and it is used

when the return signal is much smaller than the transmitted signal and therefore difficult to

Figure 2.1. Single-antenna radar system block diagram. A radar system consists of a transmit-
ter, an antenna, a receiver, and signal processing hardware. A portion of the trans-
mitted signal is reflected by the target, and a portion of the reflected signal is 
received by the radar receiver. The received signal is then processed to determine 
information about the target. 

Transmitter
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Antenna
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Reflected Signal
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Duplexer
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sense the received signal in the presence of the transmitted signal. Pulsed radar is also use-

ful when the peak power of the transmitted signal needs to be much higher than the

average power [74]. There are three major groups of pulsed radar: pulse compression

radar, moving target indicator (MTI) radar, and pulse Doppler radar. The information that

can be sensed with radar systems, how it is detected, and the system topology require-

ments are listed in Table 2.1.

2.1.2 A Brief History of Radar

Radar systems were originally developed for military applications including surveil-

lance and weapon control. Radar now has many civil applications, including navigation of

aircraft, ships, and spacecraft, remote sensing of the environment (including weather), and

law enforcement. 

The use of electromagnetic waves was pioneered by Maxwell, who developed the

equations governing electromagnetic waves in 1864, and Hertz, who first demonstrated

the transmission and reflection of radio waves in 1886 [67]. The use of reflected electro-

magnetic waves to detect objects was not explored until the 1920s, when the Doppler

effect, which was described by Christian Andreas Doppler in 1842 [53], was used to detect

moving objects. During this period, Dr. A. Hoyt Taylor of the Naval Research Laboratory

developed a radar for ship tracking that was first installed on a ship in 1937 [74]. In 1924,

Sir Edward Victor Appleton used what is now known as FMCW radar to prove the exist-

Table 2.1. Information Available from Different Topologies of Radar Transceiver.
Information Method of Determination Required Topology

Range Time Delay Any but CW; must have sufficient range 
resolution

Velocity Doppler Shift Any; pulsed systems must have sufficient 
velocity resolution

Angle Direction of Reflection Any; must have directive receiving 
antenna (or antenna array)

Size and Shape Received Power Any but CW; must be high resolution

Radial Velocity Doppler Shift and Time 
Delay

CW
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ence of and measure the distance to the ionosphere. The ionosphere is considered the first

object detected by radar [67]. Sir Robert Alexander Watson Watt of Britain developed a

radar system to detect storms while working at the British Meteorological Office. In 1935,

Sir Watt developed a radar system for detecting enemy aircraft before they were visible,

and he received a patent for the first pulsed radar system [67]. By 1939, Britain had a

chain of radar stations along its coasts to detect enemy arrivals by air and by sea, which

was instrumental in the second world war [67]. During World War II, imaging radars and

sweep displays were developed [74].

After the war was over, civilian uses of radar began to proliferate. In the 1950s, the

first weather imaging radar systems were developed. In the 1960s, a network of Doppler

weather radar systems, known as NexRad, was installed to observe rainfall rate, mean

radial velocity, and the spread in wind speed [73]. In the 1960s, the Federal Aviation

Administration began to build radar systems for air route surveillance. More recently, air-

borne weather avoidance radar has used Doppler information to indicate turbulence,

windshear and downbursts to commercial airline pilots. Wind profiling uses FMCW radar

to detect both the velocity and the location of the wind shifts [73]. 

Continuous-wave (CW) radar systems are blind to stationary or slow-moving clutter,

detecting only the moving objects. This makes them useful for detecting low-flying air-

craft, which are lost in clutter with pulsed radar systems. The low-altitude Hawk radar

system, first developed in the 1960s, uses CW radar to detect moving targets amidst clutter

[71]. CW radar systems are commonly used for target illumination, such as in semi-active

radar-homing air-to-air missiles. Additionally, continuous-wave radar has a low probabil-

ity of detection since it has a very narrow bandwidth.

2.1.3 History of Radar in Physiological Monitoring

Since CW radar systems are well-suited for measuring motion near stationary clutter,

these systems are a natural choice for measuring motion due to heartbeat and respiration.

Microwave Doppler radar monitoring of respiratory and cardiac movements was first
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demonstrated in the late 1970’s, when respiration [57, 58] and heart beats [59] were mea-

sured separately, with a breath-hold required for the heart measurement [59]. X-band

sweep oscillators were used, with horn antennas directing the microwave energy toward

the upper torso of the subjects. Lin, in [57], measured a non-anesthetized rabbit’s respira-

tion from 30 cm. In [58], the same system was used with an apnea-detector circuit, and

was tested on a rabbit and two cats, all of which were anesthetized and intubated. Both

hyperventilation and apnea were induced in the animals, and both states were clearly

detected by the microwave monitor. Microwave apexcardiography was demonstrated by

Lin, et al. in [59]; a continuous-wave 2-GHz microwave antenna was placed 3 cm above

the apex, and the precordial motions were easily detected. 

From the mid-1980’s through the late 1990’s, radar transceivers were developed that

incorporated analog and digital signal processing to separate the small heart signal from

the much larger respiration signal, so the subject did not need to hold his/her breath for the

heart rate to be measured, and heart and respiration could be measured simultaneously

[50, 51, 52, 54, 72]. These transceivers were used for the detection of heart and respiration

rates of persons in rubble, persons behind walls, and olympic athletes. Chan and Lin [50]

combined analog amplification and filtering for separation of heart and respiration signa-

tures with 8-bit digitization and digital signal processing to detect heart and respiration

rates. An automatic clutter-cancellation circuit was developed by Chuang, et al., facilitat-

ing measurement of the heart and respiration signatures through seven layers of brick [52]

and through ten feet of rubble [51]. Heart and respiration rates of athletes were success-

fully detected at ranges exceeding 10 m by Greneker et al [54]; at 100 m, the limit was

moving background clutter, not the system sensitivity. A quadrature receiver was used to

avoid phase-demodulation null points by J. Seals, et al. [72]. 

Recently, Matsui, et al. have proposed Doppler radar vital signs monitoring to detect

hypovolemic states and shock in persons under rubble or in biochemical hazard conditions

that could pose danger to health care providers [61, 62]. Hypovolemic rabbits and rabbits

in shock could be reliably distinguished from the control rabbits based on the Doppler

radar information by using linear discriminant analysis on the heart and respiration rates.
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The hypovolemic rabbits have higher heart and respiration rates. Matsui, et al. have also

estimated arterial blood pH without contact using Doppler radar heart and respiration rate

monitoring coupled with an infrared thermographic temperature measurement and an

exhaled gas (CO and CO2) analyzer [64]. This measurement was successful at estimating

blood pH using linear regression analysis on hypovolemic rabbits. 

There has been additional recent work in connecting this technology to the existing

wireless communications infrastructure [48, 49, 60]. A modified wireless LAN PCMCIA

card was used to detect heart and respiration by Boric-Lubecke, et al. [49], and a module

that combines the transmitted and reflected signals from any wireless communication

device, such as a cordless telephone, was used to detect heart and respiration by Lubecke

et al. [60]. Using this technology to directly connect Doppler measurement of heart and

respiration rate to health care providers has been proposed [48]. 

Additionally, ultra wideband radar has been used for measurement of heart and respi-

ration rates. Using 0.4-W pulses and a 1-GHz central frequency, heart rates were detected

through 1 m of air and a 0.4-m brick wall [55] and respiration was measured at up to 5 m

[65].

The works are described briefly in Table 2.2 with the year of publication, reference,

description and results. 

Table 2.2. Doppler Radar Measurements of Physiological Motion
Year Reference Description Results

1975  Lin [57] X-band sweep oscillator, rectangular horn antenna Respiration measured on 
rabbit and human at 30-cm 
range

1977 Lin et al.
[58]

Microwave apnea detector proposed for 
low-birth-weight infants
3 mW at 30 cm, 3 cm by 3 cm horn

Respiration measured on 
cats and rabbit at 30-cm 
range
Detection of apnea and 
hyperventilation

1979 Lin et al.
[59]

“Apexcardiography” heart measurements made 
while breath held
Signal amplitude and phase vary with antenna loca-
tion

Heart measurement made 3 
cm from apex
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1986 Seals et al.
[72]

Analog signal processing separates heart and respi-
ration signs
Digital rate detection algorithm
10-GHz and 3-GHz quadrature radar systems

Measured heart and respira-
tion simultaneously with 
digital rate detection algo-
rithm

1987 Chan and 
Lin [50]

Heart and respiration separated with analog and dig-
ital signal processing: amplification, filtering, 8-bit 
ADC sampled at 80 Hz
10.5-GHz, 10-mW, horn antenna a few cm from 
subject

Heart and respiration 
obtained simultaneously at 
5-7-cm range

1990 Chuang et 
al. [52]

Heart and respiration for detecting victims in clutter
10-GHz system does not penetrate wet bricks, but 
2-GHz system does.
Automatic clutter cancellation algorithm introduced

Successful measurement 
with subject both face-up 
and face-down, through 4 to 
7 layers of brick, with 
2-GHz and 10-GHz radar 
systems

1997 Greneker
[54]

0.6-m dish aimed at subject’s thorax
24-GHz, 30-mW output signal, 40-dB antenna gain

Heartbeat and respiration 
measured at ranges exceed-
ing 10 meters

2000 Chen at al. 
[51]

Life-detection system for victims under rubble or 
behind barriers including 6’ of steel, bricks, and cin-
der blocks
Heart and respiration were measured.

450-MHz signal penetrates 
deepest into concrete rubble 
without metal
1150-MHz signal pene-
trates rubble with metallic 
wire mesh

2001 Arai [46] 1.2-GHz, 70-mW quadrature superheterodyne 
receiver operates CW and pulsed
CW system used to detect breathing, pulse used to 
detect location in 1.5-m rubble.

Breathing identified through 
rubble and collapsed house

2002 Lubecke et 
al. [60]

Add-on module uses signals from existing wireless 
devices to measure heart and respiration rates

Heart and respiration were 
measured with a 2.4-GHz 
cordless phone and a 
2.4-GHz signal generator

2003 Boric- 
Lubecke et 
al. [49]

Modified wireless LAN PCMCIA cards are used to 
sense heart and respiration rates

Heart and respiration were 
obtained successfully at 40 
cm

2004 Matsui et 
al. [61, 62]

Determining hypovolemic and shock states using 
linear discriminant analysis. 
Heart and respiration rates of hypovolemic rabbits
1215 MHz, 70-mW output power

Linear discriminant analy-
sis effectively predicted 
hypovolemic state of 10 rab-
bits.

2004 Ossberger 
at al. [65]

Ultra wideband pulse radar
Wavelet signal processing

Respiration measured at 1-5 
m and through a wall at 85 
cm

Table 2.2. Doppler Radar Measurements of Physiological Motion
Year Reference Description Results



26 2:   Background
2.2 Design Choices for Cardiorespiratory Monitoring 
with Doppler Radar

When monitoring motion due to heartbeat and respiration with Doppler radar, the

associated noise is primarily residual phase noise and baseband noise. The receiver should

maximize the ability to discriminate between the physiological signals and these noise

sources. In a Doppler radar for monitoring cardiopulmonary motion, there are trade-offs

between several parameters, including signal-to-noise ratio, cost, weight, size, and band-

width, which need to be weighed when making design choices at all levels of system

architecture. This chapter explores the trade-offs presented in various system architecture

choices, provides justification for the choices made, and describes the choices that were

selected for experimental evaluation.

The first architectural decision is the radar configuration. The two main categories are

pulsed and continuous wave, each of which has advantages and disadvantages for differ-

ent applications. For Doppler cardiopulmonary monitoring, measurement of motion is

critical and measurement of the range to the target is not; therefore a continuous-wave

radar topology is chosen, as discussed in Section 2.2.1. Next the receiver architecture must

be determined; the choice is between a heterodyne receiver with an intermediate fre-

quency stage and a homodyne receiver that converts the signal directly to baseband.

Factors in the choice of receiver for an integrated design include filtering requirements,

2005 Immoreev 
and Sakov
[55]

Ultra wideband radar, 1-GHz central frequency Measured respiration 
through 1-m air and 0.4-m 
brick wall on one subject.

2005 Matsui et 
al. [63]

Used 1215-MHz radar to detect RR-intervals well 
enough for heart-rate-variability studies

Detect peaks from Doppler 
radar signal to measure 
heart rate variability on one 
subject.

2006 Matsui et 
al. [64]

Used 1215-MHz radar, infrared thermography, and 
exhaled CO/CO2 analyzer to estimate blood pH

Significant correlation of 
measured and calculated 
blood pH on rabbits.

Table 2.2. Doppler Radar Measurements of Physiological Motion
Year Reference Description Results
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circuit complexity, die size and noise levels; these correspond to trade-offs between cost

and signal quality. The homodyne receiver is the simplest and least expensive architecture,

and this was chosen in spite of some of the challenges it poses, as described in

Section 2.2.2. The third design choice is the detector portion of the receiver architecture.

A quadrature receiver provides an improvement in phase demodulation over a sin-

gle-channel receiver at the price of additional die size (which corresponds to a cost

increase) and increased power consumption. The trade-offs are described in detail in

Section 2.2.3, and both receiver topologies are explored in this work. 

After the topology is determined, the frequency and power of the transmitted signal

need to be selected, as well as the antenna. The optimal frequency of operation of the

transceiver is explored in Section 2.2.4. While operating within FCC regulations,

trade-offs include reflectance, signal-to-noise ratio, production cost and antenna size. The

choice of an antenna is discussed in Section 2.2.5 and the choice of transmit power is dis-

cussed in Section 2.2.6.

2.2.1 Continuous-Wave Radar vs. Pulsed Radar

A continuous-wave radar system transmits and receives a very narrow bandwidth sig-

nal. A pulsed radar system switches between transmitting and receiving, and the signal has

a somewhat wider bandwidth because of the pulses. This section describes the trade-offs

between these topologies and why a CW radar was chosen for Doppler radar cardiorespi-

ratory monitoring. Then the theory of CW radar monitoring is introduced to set the stage

for other architecture choices. 

A continuous-wave radar has a simple topology, consisting of a signal source that can

be used for both transmitting and receiving and either a heterodyne or homodyne receiver

[71]. Since the CW system constantly transmits and receives, there is no need for a trans-

mit/receive switch, as is required in a pulsed radar system. The extremely narrow-band

nature of the CW radar means that the filters at each stage of the receiver can be quite sim-

ple. Finally, the signal processing is straightforward if velocity or displacement
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information is desired. The main system-level advantage of a pure CW radar system is that

it can unambiguously measure the velocity of targets which are at any range and moving at

any velocity; pulsed and other modulated systems have some ambiguity in both range and

velocity measurements.

The biggest problems with CW radar are linked to its nature of constantly transmitting

and receiving, which results in the inability to separate reflections temporally. A portion of

the transmitted signal leaks from the transmitter to the receiver, either through coupling

between the transmit and receive circuitry, or directly through the antenna(s) [70]. Addi-

tionally, clutter reflects some of the signal and its noise sidebands back to the receiver,

adding to the signal power at the transmit frequency due to leakage. These unwanted sig-

nals result in a dc offset and low-frequency noise if they are not eliminated before the

signal is detected. 

A transceiver with a pulse repetition period longer than the round-trip signal path

length transmits a burst of energy and then listens for echoes between transmissions. This

means that leakage from the transmitter and strong echoes from short-range clutter are

separated temporally from the weaker echoes of long-range targets; this is the main advan-

tage of pulsed radar over CW radar. However, in Doppler monitoring of heart and

respiration motion, the target is typically at the same or shorter range than the nearest clut-

ter, so that the pulsed radar system’s advantage is limited to the elimination of leakage.

Another major advantage of pulsed radar is the ability to instantaneously measure target

range, but since range measurements do not aid in Doppler monitoring of heart and respi-

ration motion, this is not a factor in this application. The increased complexity of a pulsed

radar over a continuous-wave radar does not result in a commensurate increase in benefits.

For these reasons, a continuous-wave radar system is used in this work.

A continuous-wave (CW) radar topology is the simplest radar topology for two rea-

sons: a single oscillator can be used for both the transmitter and the receiver, and the

extremely narrow signal bandwidth avoids interference and eases filtering requirements.

A pure CW radar system can measure targets at any range (subject to the signal-to-noise

ratio) that are moving at any velocity (subject to the receiver bandwidth) without ambigu-
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ity, unlike pulsed or modulated systems that have limited velocity resolution. Additionally,

since the peak power of solid state transmitters is not much greater than their average

power, the potential benefits of a pulsed radar are diminished when it is used in an inte-

grated circuit. CW radar systems cannot detect range without modulation, and when

modulated, the same range ambiguities found in pulsed radar systems are present. 

When the goal of the measurement is target motion rather than distance to the target, a

pure CW radar system is ideal. When the CW signal is directed at a target, it is reflected

and frequency-modulated by the target motion. If the target is moving at velocity v(t) in

m/s, the frequency of the reflected signal is shifted by an amount known as the Doppler

shift:

(2.1)

where  is the Doppler shift frequency in Hz,  is the transmitted frequency in Hz, c is

the signal propagation velocity in m/s, t is the elapsed time in seconds, and  is the wave-

length of the transmitted signal in meters [71]. When the target undergoes a periodic

movement x(t) with no net velocity, the Doppler shift of the reflected signal can be better

described as a phase modulation,

. (2.2)

When a person’s chest is the target, as shown in Figure 2.2, the phase is modulated in

direct proportion to the chest displacement. When the phase is demodulated, the resulting

signal is proportional to the time-varying chest position, from which the heart and respira-

tion rates can be determined.

Neglecting amplitude variations, a CW radar typically transmits a single tone signal, 

(2.3)

where f is the oscillation frequency and  is the phase noise of the oscillator. Phase

noise is described in more detail in Appendix H, but it is considered here as a random fluc-

tuation in the signal’s phase. If the transmitted signal is reflected by a target at a nominal
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distance  having a time-varying displacement given by , the distance between the

transmitter and target is . The time delay between the transmitter and tar-

get is the distance traveled by the signal, d(t), divided by the signal’s propagation velocity,

c. Since the chest moves while the signal is traveling, the distance between the antenna

and the chest at the time of reflection is . Therefore, the round-trip time delay

in seconds, td, is:

 . (2.4)

The signal at the receiver, , is a time-delayed version of the transmitter signal,

with its amplitude reduced by AR:

. (2.5)

Several factors affect the value of the constant phase shift, , such as the phase shift at

the reflection surface (near 180°) and any time delay between the transmitter and antenna

d0 x t( )

d t( ) d0 x t( )+=

( ) ( )4 x ttθ π
λ

=

x(t)

λ

Figure 2.2. The phase shift of the reflected signal is proportional to the time-varying chest posi-
tion. A positive value of x corresponds to a retracting chest cavity, or an exhale.
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and between the antenna and the mixer. Substituting for  using (2.4), the received signal

is:

, (2.6)

where the wavelength is . Assuming that  in the  term

is negligible because the chest moves with a period , and assuming that the

 term is negligible in the phase noise term, since , the received

signal can be approximated as:

. (2.7)

The received signal is similar to the transmitted signal with amplitude AR, with a time

delay determined by the nominal target range, , and with its phase modulated by the

periodic motion of the target, . To determine the motion signature, the phase needs to

be demodulated or otherwise detected in the receiver to detect the motion.

2.2.2 Comparison of Heterodyne and Homodyne Receivers

The simplest phase detector involves mixing the received signal with a signal at the

same frequency as its carrier, so that the RF frequency is converted directly to baseband.

This type of receiver is known as either direct conversion or homodyne. (Homodyne is

sometimes used to describe a system where the local oscillator is synchronized in phase

with the incoming carrier [45].) A heterodyne receiver instead mixes the received signal

with a local oscillator (LO) signal at a different frequency, so the information is modulated

on a non-zero intermediate frequency (IF) rather than being converted directly to base-

band. The heterodyne receiver has been the most commonly used radio receiver for over

50 years, because tuning can be accomplished by varying the frequency of the LO, so that

the IF gain and filtering stages can consist of high quality fixed-frequency components.

This section introduces the heterodyne and direct-conversion architectures, describes why
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the direct-conversion architecture is chosen for Doppler radar cardiorespiratory monitor-

ing, and introduces the theory for Doppler radar monitoring with a CW system and a

direct-conversion receiver. 

In a heterodyne receiver, the input signal is amplified and filtered at RF, then mixed to

an intermediate frequency (IF) where it is amplified in a tuned IF stage and filtered with

high-quality fixed bandpass filters before the signal is detected (which may involve mix-

ing to baseband). The receiver’s basic architecture is shown in Figure 2.3. The RF

bandpass filter, or preselector, is designed to eliminate the image frequency, the undesired

signal capable of producing the same IF as the desired signal produces when mixed with

the LO. The low noise amplifier (LNA) decreases the receiver noise figure by increasing

the signal power at the input before the rest of the receiver adds noise. The signal is then

mixed with the LO to downconvert it to the intermediate frequency. The IF bandpass filter

is used to isolate the desired channel from neighboring channels, so it is generally a

high-quality complex filter. The IF amplifier is often a gain-controlled amplifier that

adjusts the signal to the appropriate amplitude for the detector. The detector varies

depending on the modulation scheme and the type of information that is modulated. It may

Figure 2.3. Typical heterodyne receiver architecture. The detector may be a mixer to base-
band, a quadrature demodulator, or another type of detector that functions at the 
intermediate frequency. The RF BPF is a high-quality radio-frequency bandpass 
filter used to attenuate the image frequency, the LNA is a radio frequency 
low-noise amplifier, the IF BPF is a high-quality bandpass filter at the intermediate 
frequency used for channel selection, and the IF Amp is an amplifier at the inter-
mediate frequency. The type of detector varies with the application. The LO is typ-
ically tuned to select the desired channel.
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BPF LNA Mixer

LO

IF
BPF IF Amp

Detector

fLO

fRF fIF
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consist of downconversion to baseband, a differentiator, an envelope detector, a

phase-locked loop, or other topologies.

In a homodyne receiver, as shown in Figure 2.4, the received signal is sometimes

bandpass filtered to remove noise and amplified with an LNA to decrease the receiver

noise figure. The signal is then mixed with an LO at the same frequency as its carrier, con-

verting the signal to baseband. Depending on the modulation of the signal, this may

complete the demodulation, or an additional detector may be required. In a homodyne sys-

tem, both sidebands of the signal are converted to the same frequency space at baseband.

Because this problem is analogous to the image frequency problem in a heterodyne

receiver, it is known as the self-image problem. This is discussed in more detail in Appen-

dix B. 

A homodyne receiver is selected for this application due to its simplicity and its

straightforward use as a phase detector. Theory for Doppler radar monitoring using a CW

radar with a homodyne receiver is outlined below, and shown in Figure 2.5. The informa-

tion about the periodic target motion can be readily demodulated if this signal is multiplied

Figure 2.4. Typical homodyne, or direct-conversion, architecture. The RF BPF is a bandpass fil-
ter that is sometimes included to attenuate neighboring signals to avoid intermodu-
lation resulting from receiver nonlinearities. The LNA is a low-noise amplifier that 
increases the receiver noise figure. The local oscillator is at the same frequency as 
the RF carrier, and when mixed with the received signal after the baseband 
low-pass filter, the signal is at baseband. The baseband LPF is an anti-aliasing fil-
ter that must be applied to the signal before it is digitized. 
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by a local oscillator (LO) signal that is derived from the same source as the transmitted

signal in a direct-conversion architecture. Because the phase noise of the received signal is

correlated with that of the LO, ignoring amplitude variations, the LO signal is expressed

by:

. (2.8)

When the received and LO signals are mixed and the output is low pass filtered the

resulting baseband signal is:

, (2.9)

where

(2.10)

is the baseband amplitude with GRX the receiver gain and GCL the mixer conversion gain, 

(2.11)

is the residual phase noise and

(2.12)

is the constant phase shift dependent on the nominal distance to the target, . Figure 2.5

shows a simplified block diagram and the signal flow of a Doppler radar system used to

detect periodic target motion.

If  and  in (2.12) is an odd multiple of , the small angle approximation

is valid, and the baseband output is approximately:

 . (2.13)

In this case, the optimum phase demodulation sensitivity is achieved, and the baseband

output is proportional to the periodic chest displacement, , summed with the residual

phase noise. 
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When  is an integer multiple of , the output is approximately:

 . (2.14)

In this case, the baseband output is no longer linearly proportional to the time-varying dis-

placement, and the sensitivity is decreased. This null point occurs when the LO and the

received signal, T(t) and R(t), are either in phase or 180° out of phase. Since the variable

part of  is dependent only on the distance to the target, , there is a null point every

quarter wavelength from the radar. At a frequency of 2.4 GHz, these null points occur

every 3 cm, and therefore can be difficult to avoid due to variations in the positions of the

transceiver and the subject. These null points can be avoided with a quadrature receiver, as

shown in the next section.
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Figure 2.5. Simplified Doppler radar system block diagram with signal flow. The oscillator sig-
nal, T(t), provides both the transmitted RF signal and the LO signal. The transmit-
ted signal travels a total distance 2d(t)=2(d0+x(t)) and becomes the received sig-
nal, R(t), which is mixed with the LO and lowpass filtered to give the baseband 
output, B(t). The target, at a nominal distance d0 from the antenna, has a periodic 
displacement x(t). AR and AB are the ratios of the received and baseband signal 
amplitudes to the LO amplitude.The baseband output signal is proportional to the 
cosine of a constant phase shift determined by the nominal target distance, d0, 
summed with a time-varying phase shift proportional to the time-varying chest 
motion and with the residual phase noise ∆φ(t). 
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2.2.3 Single-Channel and Quadrature Receivers

As discussed in detail in Appendix B, communications direct-conversion receivers

need quadrature receivers to avoid the self-image problem. Additionally, quadrature

receivers can avoid the phase demodulation null points as in (2.14) with range that makes

heart rate detection less accurate at some ranges. However, a quadrature receiver requires

two receiver chains, which leads to increased power consumption and requires more die

area, which makes an integrated receiver more expensive to fabricate. This section

assesses the necessity, benefits, and costs of a quadrature receiver over a single-channel

receiver. A single-channel continuous-wave direct-conversion transceiver is shown in

Figure 2.6 and a quadrature continuous-wave direct-conversion transceiver is shown in

Figure 2.7.

Because the spectra of the heart and respiratory motion are encoded on the RF signal

as a phase, and not an amplitude, modulation, the spectrum is symmetrical about the car-

rier. Therefore, when the signal is converted to baseband, the self-image problem does not

apply. Therefore, it is possible to use a single-channel homodyne receiver without

self-image distortion. The main challenge is that the phase demodulation accuracy varies

with the range to the target; in the null points, the signal is difficult to detect accurately. As

Figure 2.6. Block diagram of a single-channel CW radar transceiver. The signal source is split 
into the carrier for the transmitter and the local oscillator, LO. The transmitter 
couples the output signal to the antenna at the RFout port, and the receiver 
demodulates the received signal from the RFin port.
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Power
Splitter Receiver

Output

RFinRFout LO

Signal Source



2.2.   Design Choices for Cardiorespiratory Monitoring with Doppler Radar 37
shown in the previous section, at the optimal phase demodulation point, the baseband sig-

nal is approximately directly proportional to the chest motion (2.13), and at the

phase-demodulation null point the baseband signal is proportional to the square of the

motion. A quadrature receiver offers the opportunity to avoid phase demodulation null

points. By choosing the larger of the two signals, which should be closer to the optimal

phase demodulation point, through direct phase demodulation, or by combining the sig-

nals with another technique. Direct phase demodulation theoretically results in an output

that is independent of the target range, but faces practical problems from gain and phase

balance in the quadrature receiver chains as well as from dc offset removal in the baseband

signal conditioning.

Figure 2.7. Block diagram of a quadrature CW radar transceiver. The signal source is split into 
the carrier from the transmitter and the local oscillator for the receiver. The local 
oscillator is split with a 90o phase shift between the two LO outputs, and the RF 
input signal is split with a 0o phase shift. The transmitter couples the output signal 
to the antenna, and the receivers convert the signal to baseband. The in-phase 
and quadrature receiver channels each provide an output. 
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A quadrature receiver, as shown in Figure 2.7, has two receiver chains with LO phases

90o apart to insure that at least one of the outputs is not in a null point. A quadrature

receiver can also be used to directly demodulate the phase, as shown below and in

Figure 2.8. The two LO signals have phases that differ by :

(2.15)

and

(2.16)

Therefore, the two receiver output channels will be:

(2.17)

and

(2.18)

These signals are shown in the quadrature block diagram of Figure 2.8.

When  is an integer multiple of , the I signal will be at a null point (2.14).

However,  will be an odd multiple of , and the Q signal will be at an opti-

mum phase-demodulation point. When selecting the best signal with quadrature

demodulation, the worst case occurs when  is an integer multiple of , so that both

 and  are odd multiples of  and neither receiver chain is at an opti-

mum phase demodulation point. At this point, the baseband outputs are:

. (2.19)

As long as , the linear term is much larger than the squared term, and the chest

motion signal can still be accurately detected.
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Generally, the term closest to the optimal phase demodulation point should have the

greatest amplitude after the dc offset is removed. If the dc offset is not removed, the signal

closest to the optimal point should have the smallest dc offset. However, other causes of

the dc offset make the amplitude method a superior technique for selecting the better chan-

nel, although significant gain imbalance between the signals could pose a problem with

the amplitude method.

Another approach that takes advantage of the quadrature receiver requires more signal

processing than the above-mentioned approach. It involves calculating the phase by pro-

cessing the signals with the following equation:

(2.20)

Figure 2.8. Block diagram for Doppler radar sensing of chest motion with a quadrature receiver. 
The oscillator signal provides both the transmitted RF and LO signals, T(t) and 
L(t). The transmitted signal travels a total distance 2d(t)=2(d0+x(t)) and becomes 
the received signal, R(t). The LO is split into two quadrature LO signals, which 
have phases  apart. The received signal is split into signals for the two 
receiver chains, and each is mixed with the one LO signal and lowpass filtered to 
give the baseband outputs,  and . These two baseband signals can be 
combined to directly demodulate the phase, or the better of the two signals can be 
chosen.

π 2⁄

BI t( ) BQ t( )

RFout LO

RFin
Qout

( ) ( ) ( )( )0T t =L t =cos 2πf t+ tφ

( ) ( ) 0
0 0

0

4πx t
R t =cos 2πf t+θ+ 2

λ
dt
c

φ θ  + ∆ − +  
  

( ) ( )Q
0

4πx tπB (t)=sin θ+ +
4 λ

tφ 
+ ∆ 

 

Iout

( ) ( ) ( )I
0

4πx tπB t =cos θ+ +
4 λ

tφ 
+ ∆ 

 

+π/4

−π/4
d0

x(t)

θ t( )
BQ t( )
BI t( )
--------------
 
 
 

atan
AB θ π

4
--- 4πx t( )

λ
---------------- ∆φ t( )+ + + 

 sin

AB θ π
4
--- 4πx t( )

λ
---------------- ∆φ t( )+ + + 

 cos
------------------------------------------------------------------------------

 
 
 
 
 

atan= =



40 2:   Background
(2.21)

This method directly demodulates the phase, and does not rely on the small angle approx-

imation, making it more robust. However, the removal of dc offsets in analog signal

conditioning or the presence of undesired dc offsets can adversely affect the ability to use

this method, as discussed in detail in Appendix C. Chapter 7 compares channel selection,

direct phase demodulation, principal components analysis, and three diversity combining

techniques for taking full advantage of a quadrature receiver after dc offsets have been

removed. 

Both single-channel receivers and quadrature receivers are used in this work to exam-

ine the trade-offs between demodulation accuracy and size, complexity, and power

dissipation. For direct phase demodulation, techniques to correct amplitude and phase

imbalance between the receiver chains and the effects of removing the information near dc

through dc blocking are both assessed in Appendix C. 

2.2.4 Frequency of Operation

One of the most important features of Doppler radar monitoring of heart and respira-

tion motion is that the RF signal can penetrate clothing or bedding with minimal

reflection, and have a large reflection at the air/skin interface. These properties are fre-

quency dependent but occur at most microwave frequencies; the signal reflects at the

air/skin interface less as the frequency decreases, and has more significant reflections

from clothing or bedding as the frequency increases. However, these features are pre-

served at all microwave frequencies.

An important feature in frequency choice is the resolution. The signal-to-noise ratio is

dependent on the wavelength of the carrier, λ, mostly because the amount the of phase

modulation in radians is:

 , (2.22)

θ t( ) θ π
4
--- 4πx t( )

λ
---------------- ∆φ t( )+ + +=

4πx t( )
λ

----------------



2.2.   Design Choices for Cardiorespiratory Monitoring with Doppler Radar 41
where x(t) is the chest motion. The higher the frequency, the shorter the wavelength, and

therefore the greater the phase modulation. If the phase noise is the same across different

frequencies, increasing the frequency increases the signal-to-noise ratio.

Another important factor for single-chip radar transceiver design is the device speed of

inexpensive fabrication technologies, since cost savings is the most important reason to

develop this technology on a single chip. CMOS technology is the least expensive for

mass production of chips, and the high end of frequency is limited by the advances in the

technology. The 5 GHz band has been used for CMOS implementations of wireless LAN

transceivers, and frequency bands as high as 60 GHz are being explored in CMOS RF

research [68]. However, this work was done in 0.25-µm CMOS, which has a transistor fre-

quency of 25 GHz. A general rule of thumb is that a RF system must operate 8-10 times

below the transistor frequency, so 3 GHz was the upper limit in this technology.

The choice of an unlicensed band is important for FCC compliance, and also in order

to have a range of commercially available antennas to choose from. The FCC unlicensed

bands at RF and microwave frequencies are: 902 - 928 MHz, 2.4 - 2.4835 GHz, 5.725 -

5.875 GHz, 24.0 - 24.25 GHz, and 57 - 64 GHz. Transceivers used in this work operate at

1.6 GHz and at 2.4 GHz. The 1.6 GHz transceivers leverage technology developed for a

DCS1800 base station receiver, which has a 1.8-GHz RF signal and a 1.6-GHz LO. Cus-

tom antennas were developed for this operation frequency. Later versions of this

transceiver were redesigned to operate at 2.4 GHz, where commercially available antennas

were used. This was the highest frequency unlicensed band at which the 0.25-µm technol-

ogy could operate.

A higher frequency also means that the same antenna gain can be obtained with a

physically smaller antenna. The maximum directivity that can be obtained from an

antenna with aperture area  is:

, (2.23)

A

Dmax
4πA

λ2
----------=



42 2:   Background
so that as  decreases, the area can decrease for constant directivity. Since the far field

begins at a range , where

(2.24)

and where  is the maximum dimension of the antenna. If the antenna area  equals ,

then

. (2.25)

This implies that for a given directivity, the distance to the far field region is directly pro-

portional to the wavelength, so that as the frequency increases, the antenna gets smaller,

and the far-field limit moves closer to the antenna. When the far-field limit is closer to the

antenna, it is easier to avoid null points in the antenna beam caused by near-field effects.

At frequencies high enough that the  assumption is no longer valid, there are

no phase-demodulation optimal or null points, and direct phase demodulation is required.

This means that a quadrature receiver must be used and the problems with dc-offsets and

amplitude and phase imbalance must be resolved.

These trade-offs indicate that a higher frequency is generally better, as long as a radio

frequency or microwave system can be successfully fabricated at this frequency in inex-

pensive technology. 

2.2.5 Antenna Considerations

The choice of whether to use a highly directive, a wide-beam, or an omnidirectional

antenna requires consideration of trade-offs between size and directivity. Generally, the

higher the directivity of an antenna, the larger its area. An antenna with a larger size has a

larger region that is near-field, in which the antenna pattern is not constant over varying

range. A highly directive antenna could focus on only the desired target. This would

enable increased selectivity (the sensitivity to alternate targets would be greatly reduced)

and would also decrease the sensitivity to clutter, since less clutter would be in the

λ
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antenna’s beam. However, if the beam is focused to cover only a small area on the sub-

ject’s chest, it may be difficult to ensure that beam is on the appropriate part of the subject

[76]. Additionally, in applications where the subject may move during monitoring, a

highly directional antenna would need to track the subject’s motion to avoid losing con-

tact. It is possible to increase selectivity with broad-beam antennas by using several

transceivers [69]. Finally, a large antenna has some drawbacks of its own; it makes the

entire system less portable and it may intimidate subjects.

Another important question is whether to use separate antennas for transmitting and

receiving, or to use a single antenna for both transmitting and receiving with a ferrite cir-

culator to provide isolation between the transmitted signal and the received signal.

Antennas are generally larger and more massive than drop-in circulators. The price of an

additional commercially made antenna is similar to the price of an on-board circulator.

However, patch antennas developed on printed circuit boards could decrease the cost of

mass-produced items. Drop-in circulators are specified to provide between 20 and 26 dB

of isolation, and antenna spacing and design affects the isolation between the antennas.

Using two antennas leads to a bistatic radar system, which may affect the radar cross

section of the target. However, as long as the two antennas are kept near each other this

effect will be minimal [75]. If the antennas are near each other, care must be taken to min-

imize leakage between the two antennas. When the antennas are spaced and angled

appropriately, the dominant source of leakage generally is backscatter from nearby clutter,

which is unavoidable [47].

Another important consideration for connecting antennas to the transceiver is the min-

imization of the path length to and from the antenna. Keeping the antenna electrically

close to the RFout and RFin ports of the transceiver chip is an important consideration.

Because the residual phase noise is proportional to the square of the one-way path length,

minimizing the length the signal travels within the radar transceiver system is critical for

minimizing the adverse effects of oscillator phase noise. If printed-circuit-board antennas

are placed on the same board as the radar chip, this path length would be minimized.
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A antenna gain between 5 and 10 dBi has been determined to be a good compromise

between size and directivity. At 2.4 GHz, this antenna is about 10 cm on a side. At this fre-

quency, one antenna and a ferrite circulator uses less space than two antennas, and this

method was selected for this work.

2.2.6 Received Signal Amplitude and Receiver Noise Temperature

The amplitude of the received signal was ignored in the theoretical calculations in the

previous section, but it is an important factor in determining the signal-to-noise ratio of the

signal after it has been downconverted to baseband. The received signal power, PR (mW),

is calculated with the radar equation as a function of the transmitted power, PT (mW), the

antenna gain, G, the radar cross section of the target, σ (m2), the wavelength of the radio

signal, λ (m), and the range to the target, R (m). The radar equation is derived in Appendix

D, and given in the following equation.

(2.26)

The radar cross section is the only term that is determined by the target and not by the

radar transceiver. It is a measure of how well the target reflects the transmitted radar sig-

nals in the direction of the radar receiver, and it depends on the target’s projected cross

section, reflectivity, and the directivity of the reflected signal. The radar cross section is

also described in more detail in Appendix D. When measuring a person, calculation of the

projected cross section requires including the whole person as well as the bed or chair on

which they are sitting. However, for physiological motion measurement, the area undergo-

ing motion determines the radar cross section; the stationary part of the body is considered

to be clutter. This value is challenging to determine, as the radar cross section of the parts

of the body that move with physiological motion varies from person to person and with

the angle of the antenna.

PR
PTG2σλ2

4π( )3R4
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The dominant RF noise at the input to the receiver is thermal noise; thermal noise is

zero-mean, has a gaussian distribution, and does not vary with frequency. This is additive

to the RF signal. The thermal noise power is expressed by:

 , (2.27)

where  is Boltzman’s constant,  is the receiver temperature in K, and  is the band-

width in Hz. The transmitted signal power and antenna gain should be chosen so that the

received signal power at the desired target ranges is well above the RF thermal noise level. 

The signal power at baseband is also proportional to the transmitter power, as

described in Appendix D,

, (2.28)

where  is the gain or loss between the antenna and the mixer’s RF input,  is the

conversion gain of the mixer (power gain), and  is mean-squared chest motion. In

this application,  noise from the mixer and from the baseband signal conditioning cir-

cuitry dominates the baseband noise spectrum. The transmitted power must be high

enough that the baseband signal power is well above the baseband noise level. 

The third type of noise is residual phase noise, and when residual phase noise is domi-

nant, it is not possible to improve the SNR by increasing the transmit power. Ideally, the

received signal power and baseband signal power are high enough that only residual phase

noise is of concern, as long as the transmitted power level is still both safe and legal. With

this system, 1 mW transmit power puts us in this regime. 

2.3 Transceiver Design

A transceiver design is typically broken down into sub-circuit blocks such as oscilla-

tor, LNA, and mixer. In order to leverage RF CMOS design techniques developed for

communication circuits, common blocks are used. A critical step in the transceiver design

is determining which blocks are necessary in the transmitter and receiver. Because a rela-
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tively low-power transmitter is desired, a power amplifier is not necessary between the

oscillator and the antenna. The receiver front end is the first receiver section; RF receivers

typically have a LNA and filtering capability. The benefit of these circuits in a Doppler

radar transceiver is explored in Section 2.3.1. Since the same source is being used for the

transmitter and the receiver, the output from the source is split into transmit and receive

signals, which can be achieved with either a passive power divider or an active one, as dis-

cussed in Section 2.3.2. After the RF front end, the signal is downconverted to baseband

with a mixer. RF input matching and RF-LO isolation is improved through the use of a

balanced mixer, which requires differential inputs at both the RF and LO inputs. Differen-

tial mixer inputs require additional signal splitting as does the 90o power splitter in the

quadrature receiver. Both types of signal dividers can be achieved actively or passively.

These topological differences and subcircuits are discussed in Section 2.3.3.

2.3.1 Radio-Frequency Front End

Although low-noise amplification of the received signal is used in most radio receivers

to reduce the receiver noise figure, it is not commonly used in CW radar receivers. In CW

radar systems, noise due to leak-through from the transmitted signal and reflections from

clutter typically exceeds the noise contributed by the receiver, so that a low-noise amplifi-

cation typically does not improve the signal-to-noise ratio. Since an LNA consumes power

and die area there is no reason to include it in a CW receiver. Also, since this system is

designed such that RF thermal noise is not the dominant noise source on the demodulated

signal, as discussed in Section 2.2.6, an LNA will not improve the overall SNR because an

LNA only improves the SNR if receiver thermal noise is dominant.

Homodyne systems use front-end filtering to eliminate large signals that might cause

distortion in the mixer, with second-order intermodulation products (IP2) causing addi-

tional dc offsets. If the dc offsets are being removed with a method such as filtering, which

removes general dc offset rather than just those from reflections of the transmitted signal,

dc offsets due to intermodulation will not cause an irresolvable problem. In this work, a

filter is used to remove dc offset in the baseband signal conditioning, described in Appen-



2.3.   Transceiver Design 47
dix E, so the filter is not required. If this dc offset is not removed in analog processing in

future work, a front-end filter should be considered. 

2.3.2 Active and Passive Power Dividers

An active balun can provide phase and amplitude balance over a wider bandwidth than

a passive balun, and it can also provide some amplification and isolation, which a passive

balun cannot [66]. A passive balun, by its nature, consumes no power. In this work, active

baluns were used when amplification and/or isolation were desired; the narrow-band

nature of the heart-monitoring application does not require phase and amplitude balance

over a wide bandwidth. Because the system is not limited by receiver noise, the choice

between active and passive baluns does not affect the SNR through differences in additive

noise.

When the signal is split into the transmit RF signal and the receiver LO, the phase rela-

tionship between the two signals is unimportant. Therefore, an active circuit can be used if

gain is desired, but otherwise, if the antenna input and the receiver LO input have the same

impedance, the signal can just be applied to both inputs and will be divided equally

between them. 

When a 90o shift is required, most solutions are passive using resistors and capacitors,

and sometimes a polyphase oscillator is used to create the quadrature phase directly. This

system uses a monophase oscillator and a passive 90o phase shifter.

2.3.3 Doppler Transceiver Architectures

The final architectures for the single-channel and quadrature transceivers are shown in

Figure 2.9 and Figure 2.10, respectively. Both types of transceivers use a voltage-con-

trolled oscillator (VCO) to generate both the transmitted signal and the local oscillator.

The subcircuits in these architectures are discussed in more detail in Chapter 4.

The single-channel receiver uses three active baluns, first to split the RF output and

local oscillator signals and then to convert the single-ended LO and RF input signals into
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the differential signals required by the double-balanced mixer. Active baluns are used in

the LO because the LO power needs to be amplified to drive the mixer properly. Isolation

is required on the RF side to prevent antenna loading from affecting the oscillator.

Two different quadrature transceiver architectures have been developed. The first,

shown in Figure 2.10a, uses low-noise amplifiers (LNAs) to isolate the resistor-capaci-

tor-capacitor-resistor (RCCR) circuit, which provides the 90o phase difference between

the I and Q LO channels. Passive baluns are used to perform the single-to-differential con-

version for the LO, since the LNAs have already amplified the LO sufficiently to drive the

mixer. Active baluns are used for the RF input.

Figure 2.10b shows a second quadrature architecture. This design uses a direct input to

the RCCR, without an active stage for isolation between the VCO and the 90o power

divider. Active baluns provide amplification, isolation, and single-ended to differential

conversion between the RCCR subcircuits and the mixers. They also provide amplifica-

tion and single-ended to differential conversion for the RF input signal. The RF input

signal is not divided with a balun, the active baluns have identical input impedances so

that the signal can be applied to both inputs and the RF power is divided equally between

the receiver chains. In both of the quadrature designs, a voltage-controlled oscillator

Figure 2.9. Single-channel transceiver block diagram. This architecture was used in two 
1.6-GHz transceivers.
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(VCO) is couples to a passive 90o phase shifter that works optimally at only one

frequency.

Figure 2.10. Quadrature transceiver block diagrams. a) LNAs are to isolate the RCCR 
phase-shifting circuit and passive baluns are used for single-ended to differential 
conversion. b) The VCO is coupled directly to the RCCR and active baluns are 
used to create the differential signal for the mixer. Each configuration was used in 
a 2.4-GHz transceiver.
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2.4 Conclusions

A continuous-wave direct-conversion radar transceiver was chosen for this work. The

increased complexity of a pulsed radar over a continuous-wave radar does not result in a

commensurate increase in benefits for Doppler measurement of heart and respiration.

Similarly, a direct-conversion receiver was chosen due to its simplicity, low power con-

sumption, and low fabrication cost compared to a heterodyne receiver. However, due to

challenges with dc offset removal while preserving the sub-Hz respiration signal, a hetero-

dyne receiver with an IF low enough to be directly digitized as described in Appendix F

may be considered for future work. 

A quadrature receiver can be used to avoid null points, thereby improving the repeat-

ability of measurements, as null points can be difficult to avoid due to variations in the

relative position of the subject and the transceiver. With quadrature outputs, the better of

the two outputs can be chosen or the two outputs can be combined using direct phase

demodulation or another combining technique. When the two outputs are combined, dc

offset removal and gain and phase imbalance between the two outputs can cause some dis-

tortion of the signal. These issues will be explored in detail in Appendix C. While

quadrature receivers pose great benefits over single-channel receivers in phase demodula-

tion accuracy, they consume more power and more die area, making them more expensive

to fabricate. These trade-offs were explored experimentally, as discussed in Chapter 4.

The benefits of the quadrature receiver outweigh the increased power and cost for most

applications. 

Frequencies of 1.6 GHz and 2.4 GHz were used in this work; as technology

progresses, higher frequency unlicensed bands will be explored since higher frequencies

enable use of smaller antennas and improve the SNR when a quadrature receiver is used.

Antennas with a gain of 6 to 8 dBi were chosen as a general-use antenna, although spe-

cific applications of Doppler heart and respiration rate monitoring could dictate the use of

different antennas. Whether a bistatic antenna setup is preferable over a single antenna and

a circulator again depends on the application and the frequency of operation, since a
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bistatic setup may be less expensive but bigger. As the operation frequency increases, the

antennas become smaller and the size variation between the methods decreases.
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Chapter
3 Physiological Motion 
and Measurement

3.1 Introduction

For Doppler radar to detect heart and respiration rates, it must detect motions that

occur due to periodic physiological events, including heartbeat, arterial pulsation, and

breathing. These motions are concentrated in the thorax, where the lungs and heart lie, but

also include the abdomen, which moves in respiration, and superficial pulses, which are

present at many points in the body. A review of surface motion due to heartbeat, respira-

tion, and arterial and venous pulsations is given in Sections 3.2 to 3.5. Vital signs,

including heart and respiration rates, are recorded in patients in both emergency and clini-

cal situations. Currently available techniques for measuring heart and respiration rates are

discussed in Section 3.6, including commonly used clinical measurements, alternative

measurements, and measurements of heart and respiration motion through motion at the

skin surface. Doppler radar measurement of these motions is reviewed and compared to

other methods for measuring heart and respiration rates. Medical terms are described in

Appendix A.

3.2 Heart Motion

The heart drives blood through the lungs and to tissues throughout the body. When the

heart contracts to generate the pressure that drives blood flow, it moves within the chest

cavity, hitting the chest wall, and creating a measurable displacement at the skin surface.
55
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This section describes the location and anatomy of the heart, the electrical and mechanical

events that cause contraction, the motion of the heart during contraction, and how that

motion affects chest wall motion.

3.2.1 Location and Gross Anatomy of the Heart

The heart is located in the middle of the thorax, between and partially overlapped by

the lungs. The sternum covers the front of the heart, as do the cartilages of the third, fourth

and fifth ribs as shown in Figure 3.1. Two-thirds of the heart is to the left of the midline.

The heart rests on the diaphragm, tilted forward and to the left, so the apex is forward of

the rest of the heart. Motion of the apex can be felt at the fourth or fifth intercostal space,

near the left midclavicular line [132]. 

The left side of the heart pumps blood to the organs and tissues, while the right side of

the heart pumps blood to the lungs. A diagrammatic section of the heart is shown in

Figure 3.1: The location of the heart in the rib cage. The intercostal spaces are indicated by the 
numbers 1-5. The heart is beneath the sternum and the cartilage of the third, 
fourth, and fifth ribs. After [94].
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Figure 3.2. The vena cava, carrying blood from the peripheral tissues, enters at the upper

right of the heart, into the right atrium. Blood from the right atrium enters the right ventri-

cle, directly beneath the sternum, when the tricuspid valve opens. When the right ventricle

contracts, the pulmonary valve opens, and blood exits from the top of the right ventricle in

the front of the heart and into the pulmonary artery, which takes blood to the lungs, where

gas exchange removes carbon dioxide from and introduces oxygen to the blood. Blood

from the lungs returns to the heart through two pulmonary veins, which enter the left

atrium at the top and back of the heart, along the midline of the thorax. When the mitral

valve is open, blood from the left atrium enters the left ventricle. When the left ventricle

contracts, the aortic valve opens and blood exits from the top of the heart into the aorta,

which begins the system of arteries that deliver blood to the tissues of the body, where it

provides nutrients and oxygen to and removes waste products from the tissues.

Figure 3.2: Diagrammatic section of the heart. The arrows indicate the direction of blood flow. 
After [135].
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3.2.2 Electrical and Mechanical Events of the Heart

The heart’s beating is synchronized by electrical impulses that originate as the depo-

larization of the pacemaker cells in the right atrium. The heart’s conduction system

transmits the electrical impulses such that both atria contract at about the same time, fol-

lowed by both ventricles. The electrocardiogram, or ECG, uses electrodes on the chest and

the limbs to measure the electrical current generated in the extracellular fluid by changes

in membrane potential across many cells in the heart. It displays waveforms generated by

the atria and the ventricles, as shown in Figure 3.3. The P wave shows current flow during

atrial depolarization, which triggers the atria to contract. The QRS complex shows ven-

tricular depolarization, which triggers the ventricles to contract. The T wave shows

ventricular repolarization; atrial repolarization occurs at the same time as the QRS com-

plex, so it is not visible in the ECG. The use of multiple combinations of recording

locations on the limbs and the chest delivers information about different areas of the heart;

the shapes and sizes of the P and T waves and the QRS complex vary with electrode

placement.

The depolarization of the heart begins a cycle of atrial and ventricular contractions that

cause chest-wall motion, which is measurable by motion sensors such as Doppler radar.

The motion of the left side of the heart is shown in Figure 3.4, the phases of this cycle are

Figure 3.3: Exemplary output of an electrocardiogram. Atrial depolarization causes the P wave, 
ventricular depolarization causes the QRS complex, and ventricular repolarization 
causes the T wave.
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outlined in Table 3.1, and the pressures and volumes in the left side of the heart during

these cycles are illustrated in the Wiggers diagram in Figure 3.5. During systole, the con-

tracting ventricles eject blood, and during diastole, the relaxed ventricles fill with blood.

In systole, when the ventricles initially contract, the ventricular pressure is still below that

of the aorta so that the aortic valve is closed, and the ventricle maintains constant volume

in isovolumetric ventricular contraction. Once the ventricular pressure is greater than the

aortic pressure, the aortic valve opens, and ventricular ejection begins. When the ventri-

cles stop contracting, they maintain a constant volume while the atrial pressure is less than

the ventricular pressure in isovolumetric ventricular relaxation. Once the AV valve opens,

the ventricle begins to fill with blood from the atrium; this initial filling is passive, with

the atria relaxed. Then the atrial contraction starts and fills the ventricle until ventricular

pressure is greater than atrial pressure, and then the AV valve closes [80]. 

Table 3.1. Mechanical Events of the Heart
Mechanical Event Systole or 

Diastole
Atria Ventricles AV 

Valves
Aortic and Pul-
monary Valves

Stage, 
Fig.3.5

Isovolumetric Ven-
tricular Contraction

Systole relaxed contracted closed closed 1

Ventricular Ejection Systole relaxed contracted closed open 2

Isovolumetric Ven-
tricular Relaxation

Diastole relaxed relaxed closed closed 3

Ventricular Filling, 
atria relaxed

Diastole relaxed relaxed open closed 4

Ventricular Filling, 
atria contracted

Diastole con-
tracted

relaxed open closed 4

Figure 3.4: Motion of the left heart through the phases of the cardiac cycle. After [120].
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Figure 3.5: During the beginning of systole, the ventricles are contracting, but all the valves in 
the heart are closed; this is known as the isovolumetric ventricular contraction (1). 
The pressure in the ventricle increases, and when it is greater than the pressure in 
the aorta, the aortic valve opens, and ventricular ejection (2) begins. The pressure 
in the ventricle decreases as blood flows out of it, and when the pressure drops 
below that of the aortic valve, the aortic valve closes and diastole begins. Since all 
the valves in the heart are closed and the ventricle is relaxing, this is known as the 
isovolumetric ventricular relaxation period (3). When the left ventricular pressure 
drops below that of the atria, the mitral valve opens, and ventricular filling (4) 
begins. After [135].
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3.2.3 Surface Motion Due to Heart Function

The non-contact Doppler radar system operates at frequencies where it detects prima-

rily skin surface motions as was discussed in Chapter 2. Changes in the shape and volume

of the heart during systole move the ribs and soft tissue near the heart, causing the chest to

pulse with each heartbeat. This section explores how heart motion translates to both palpa-

ble and visible motions. The next section discusses actual measurement of skin surface

motion, including a discussion of the measurement techniques. 

The contraction and relaxation of the left ventricle causes a larger chest motion than

other heart actions in healthy subjects. During isovolumetric contraction, the heart nor-

mally undergoes a partial rotation in a counter-clockwise (when facing the patient)

direction, causing the lower front part of the left ventricle to strike the front of the chest

wall [85]. The left ventricle also shortens as it contracts, making the heart more spherical,

increasing its diameter and further adding to the impulse on the chest wall [90]. The peak

outward motion of the left ventricular impulse occurs either simultaneously with or just

after the opening of the aortic valve (just before the upstroke of the carotid pulse); then the

left ventricular apex moves inward [85, 89]. The left ventricular motion causes the chest to

pulse outward briefly, and the adjacent chest retracts during ventricular ejection [95]. This

impulse occurs at the lowest point on the chest where the cardiac beat can be seen, and it is

normally above the anatomical apex, in the fourth and fifth intercostal spaces in the left

mid-clavicular line [81]. In healthy patients, this is usually the point of maximal impulse

(PMI). It is typically palpable as a single brief outward motion, but it may not be palpable

in as many as half of normal subjects over 50 years of age; obese, muscular, emphysema-

tous, and elderly persons may have weakened or undetectable pulsations [85]. Some

studies found a second outward movement at the apex: the pre-ejection beat [89]. 

There are also more gradual motions in the left parasternal region of the chest. There is

an outward motion of the apex with left ventricular diastolic filling and an outward motion

of the left parasternal region at the third intercostal space due to bulging of the left atrium

at the end of systole [85, 89]. An increase in pulmonary blood flow can cause a prominent
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systolic pulsation in the second intercostal space to the left of the sternum, caused by the

closure of the pulmonic valve [85]. Because left parasternal motion is smaller than apex

motion and occurs over a wide area of the praecordium rather than at a localized point, it is

more difficult to palpate, although this motion is present in all healthy persons. Gillam, et

al. [95] found that the left parasternal portion of the chest wall moves outwardly during

early systole, followed by retraction in late systole in most normal subjects, but in some

subjects, only the retraction occurs. Surface vibration from sounds measured in a stetho-

scopic exam cause negligible motion compared to the gross surface displacements caused

by the heart striking the chest wall and the expansion and contraction of the heart [81].

Motion of the right ventricle is not generally palpable in healthy patients.

Mechanical circuits have been proposed as models for the chest wall, but vibration

measurement in soft tissues is not a well studied topic. There have been no thorough stud-

ies on how the heart striking the inside of the chest wall couples to motion on the skin

surface [136]. Some quantitative measurements have been made of the chest displace-

ment, but there are no known studies of how these vary over age or body type. Not all the

published measurements have taken into account how their measurement device loads the

chest and alters the measurement [136]. 

3.2.4 Quantitative Measurements of Chest Wall Motion Due to the 
Heart

Many techniques for quantitatively measuring the gross displacement of the chest wall

have been applied, including the impulse cardiogram [89, 95], a single point laser dis-

placement system [79, 128], structured lights and the Moiré Effect [84], laser speckle

interferometry [125, 134], a capacitance transducer [126], a magnetic displacement sensor

[115, 116], and a phonocardiographic microphone [101]. The average displacement mea-

sured at the point of maximum displacement with each of these techniques is shown in

Table 3.2. A table that shows all the measurements made in these studies can be found in

Appendix G.
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The impulse cardiogram has been used to make quantitative measurements of chest

motion due to heartbeat at the apex by Deliyannis, et al. [89] and at the left parasternal

region by Gillam, et al. [95]. This impulse cardiogram consisted of a metal rod supported

by springs that is affixed to the chest wall in order to measure chest-wall motion. Dis-

placement of the rod interrupts a beam of light on a photoelectric cell, which varies

resistance in an electrical current. In measurement of normal subjects, Deliyannis, et al.

[89] found that the largest impulse cardiogram measured had an amplitude of one centime-

ter. Gillam, et al. measured an average left parasternal deflection of 3.6 mm in 14 normal

subjects [95]. The outward movement did not last longer than two-thirds of systole in any

of the normal subjects. In six of the subjects, an outward movement due to the atrial beat

was detected with a maximum pulse amplitude of 5 mm. In all the normal subjects, the

apical impulse displacement was larger than the left parasternal displacement. 

Ramachandran, et al. [126] used a capacitance transducer to measure out-of-plane

chest wall motion on five subjects. The subjects were asked to hold their breath during the

measurement in order to isolate heart-related movement. A maximum displacement of

0.04 mm was measured at the apex during the T wave. 

Magnetic displacement sensors were used to measure chest wall pulsation by Mohri, et

al. in two studies [115, 116]. A small magnet was placed on the skin at the measurement

site, and a magnetic sensor determined changes in the magnetic field. The field sensor has

an amorphous wire core as a component in a bridge circuit to sense changes in the mag-

netic field as the magnet moves while close to the core. The sensor with two cores has a

9-mm linear range and 1 µm resolution [116], while the sensor with the star-shaped core

has a 20-mm linear region and 0.2 µm resolution [115]. The maximum measured chest

displacement for the one subject in [115] was 0.21 mm, while in [116] a healthy subject

had a maximum displacement of 0.035 mm, and an overweight subject had a maximum

chest displacement of 0.012 mm.

Ikegaya, et al. [101] used phonocardiographic microphones to measure the motion of

the chest wall in one subject. The microphones were calibrated to account for the coupling

between the chest wall and the microphone using calculated chest wall impedance. The



64 3:   Physiological Motion and Measurement
amount of measured motion in this study depended on the amount of force applied to the

chest. When a mass of 100 grams was applied, the chest motion was measured to be 0.05

mm, and when a mass of 200 grams was applied, the chest motion was 0.08 mm. 

Berson and Pipberger [83] placed a lamp on the chest and used a detector with a

photo-potentiometer to measure the chest motion, in three dimensions: normal to the

chest, left-to-right, and head-to-foot. The three 30-40 year old males subjects each held

their breath while they were measured at three different points - the apex, the fourth inter-

costal space to the left of the sternum, and the fifth intercostal space to the right of the

sternum. Normal measurements at the apex ranged from 0.10 mm to 0.84 mm, and the

magnitudes of the displacements in directions other than normal to the chest wall were

comparable with those normal to the chest wall.

Single point laser displacement has been used to measure chest wall displacement [79,

128]. Aubert, et al. [79] used an infrared (850 nm) laser displacement measuring system

and found a  mm displacement at the point of maximal impulse at the apex on

five normal male subjects, 20-40 years old. Ronaszeki, et al. [128] used a similar system

to measure the apex motion in sixteen men, but the absolute displacement was not

recorded. In the one shown data plot, a scale bar is given, and the measured peak-to-peak

distance was 1.25 mm.

Brandt, et al. [84] evaluated chest wall motion with structured lights and the Moiré

effect. This technique gives a contour map of distance from the source, so that the differ-

ence in plots must be assessed in order to determine the relative displacement. These

images were recorded on one subject in [84]; the amplitude of the maximum displacement

was estimated to be 1.7 mm, and the diameter of the quasi-spherical displaced area was

about 8 mm.

Ramachandran and Singh [125] used laser speckle interferometry to measure displace-

ment of the chest wall due to cardiac action on ten healthy men of different builds. A thin

layer of paint was applied to the chest to enhance reflectivity, and the seated subject was

asked to hold his breath during recording. Since the scan time for the 3-D image was long

0.6 0.2±
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compared to a cardiac cycle, the measurement was synchronized with the ECG so the scan

could be performed over several cardiac cycles. The maximum displacement was over the

apex and the left ventricle during the QRS wave, or ventricular contraction, 

mm at the apex and  at the left ventricle. The largest significant displacement

during the P wave, when the atria contract and the ventricles fill was above the left ventri-

cle,  mm. The largest significant displacement during the T wave, when the

ventricles begin to refill was at the apex,  mm. No assessment of how the build

of the subject affected the measurements was given. 

Singh and Ramachandran [134] used a similar technique to measure the in-plane car-

diac displacement pattern of the area over the heart. The in-plane motion is expected to be

much less than the motion perpendicular to the chest plane. Again, the cardiac movement

was isolated by each subject holding his breath, and the exposure of the laser light was

synchronized with the ECG so different phases of the cardiac cycle could be measured

when the scan time was greater than the cardiac cycle length. The maximum in-plane dis-

placement was 0.09 mm, measured at the apex during the QRS complex. Right ventricular

in-plane motion was also at its maximum during the QRS complex, with a displacement of

0.07 mm. In-plane motion would not be measured by Doppler radar if it is pointed perpen-

dicular to the chest, but it could be measured from the side. 

While these studies are useful for getting an idea of how much the chest wall moves

with heart beat, they leave many areas open to future research. First, none of these studies

indicated the error due to the measurement, only the variation between subjects, so the

accuracy of the data is unclear. Second, the number of subjects is small in all of these stud-

ies, with 20 being the greatest number of subjects, and some only giving quantitative data

for a single subject. None of these studies compared males and females, and those that

compared a healthy subject with an overweight subject or cardiac patient only used one of

each, which does not provide reliable information about how body shape or heart condi-

tion affects the chest wall motion due to heartbeat. Third, in measurements that involved a

sensor sitting on the chest, the sensor may have affected the chest motion, making those

measurements unreliable. In [101], doubling the weight of the phonographic microphone

0.57 0.11±

0.53 0.10±

0.45 0.07±

0.45 0.03±
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sensor increased the measured motion by 60%, indicating that the pressure applied to the

chest in contacting measurements can significantly affect the measurement. The only

non-contact measurements of out-of-plane chest wall displacement due to the motions of

the heart that had more than one person in the study were those using infrared laser dis-

placement [79] and laser speckle interferometry [125]. They both found the maximum

displacement to be over the apex, and approximately 0.6 mm. Fourth, none of the studies

explored how the position of the subject affected the chest wall motion due to heartbeat.

The subject position affects how easy it is to palpate motion at the chest wall, so the posi-

tion likely also affects the amount of chest wall motion without pressure as well. 

 

Table 3.2. Quantitative Measurements of Chest Wall Motion Due to Heartbeat. Subjects are 
healthy unless otherwise specified.

Reference Measurement 
Method

Subject(s) Location
on 
Chest

Position Maximum 
Displace-
ment [mm]

Aubert, et al., 
1984 [79]

Infrared Laser 
Displacement

N=5
male
age 21-40 years

Apex lying in left 
lateral 
decubitus

Berson and 
Pipberger, 
1966 [83]

3-D Lamp-
Photopotentiome-
ter

N=3
male
age 30-40

Apex not specified

Brandt, et al., 
1986 [84]

Moiré Structured 
Lights

N=1
gender unspeci-
fied

Apex left lateral 
supine 

1.7

Deliyannis, et 
al., 1964 [89]

Impulse 
Cardiogram

N=1
gender not speci-
fied

Apex 
(PMI)

propped up 
in bed at a 
45o angle 

10

Gillam, et al., 
1964 [95]

Impulse
Cardiogram

N=20
14 males
6 females
age 5-52 years

Left 
Paraster-
nal Area, 
PMI

lying on a 
couch in a 
semi-recum-
bent position

3.6 (mean)

0.6 0.2±

0.37 0.41±
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The values of motion at the skin surface due to heartbeat are expected to vary widely

between individuals due to physiological difference, age differences, and body shape dif-

ferences. It is expected that the amount of chest motion due to the heartbeat changes with

age, since the amount of and speed of the motion of the heart within the chest changes

with age. Yip, et al., [140] found the expected amplitude of motion of the mitral valve

along the long axis of the heart was expected to be 1.49 cm at age 20 and 1.22 cm at age

Ikegaya, et al. 
1971
[101]

Calibrated Phono-
cardiographic 
Microphone
mass 100g

N=1
male

Apex supine 0.05

Calibrated Phono-
cardiographic
Microphone
mass 200g

N=1
male

Apex supine 0.08

Mohri, et al., 
1987 [115]

Magnetic 
Displacement 
Sensor

N=1
male
22 year old 

Apex not specified 0.21

Mohri, et al., 
1985 [116]

Magnetic
Displacement 
Sensor

N=1
male
22 year old 

Apex not specified 0.035

Ramachan-
dran and 
Singh, 1989
[125]

Laser Speckle
Interferometry

N=10
Varying build
male

Apex
QRS

seated

Ramachan-
dran et al., 
1991 [126]

Capacitance 
Transducer

N=5
gender not speci-
fied

Apex 
T

supine 0.04

Ronaszeki et 
al., 1990 [128]

Linear Laser
Displacement

N=1
male

Apex left lateral 
decubitus

1.2

Singh and 
Ramachan-
dran, 1991 
[134]

Laser Speckle 
Interferometry 
(In Plane)

N=1
male

Apex 
QRS

not specified 0.09

Table 3.2. Quantitative Measurements of Chest Wall Motion Due to Heartbeat. Subjects are 
healthy unless otherwise specified.

Reference Measurement 
Method

Subject(s) Location
on 
Chest

Position Maximum 
Displace-
ment [mm]

0.568 0.11±
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84. The expected velocity was 7.48 cm/s at age 20 and 5.22 cm/s at age 84. Owen [123]

found that displacement of the septum decreased with age, but displacement of the left lat-

eral wall and the posterior wall of the heart stayed constant between ages 49 and 73.

Arcem, et al. [78] found that the absolute diastolic displacement of annular sites in chil-

dren increased significantly with increasing body weight (which is expected since the size

of the heart and thorax is increasing), but the percent displacement was inversely propor-

tional to body weight. 

3.2.5 Summary of Heart Motion

As the heart beats and drives blood into the arteries it rotates and its size changes,

causing motion of the chest wall that can be detected at the skin surface, both by palpation

and with non-contact sensors. The greatest motion occurs at the 4th and 5th intercostal

pace when the left ventricle strikes the chest wall as it contacts. More gradual motions due

to filling of the heart occur in the left parasternal region. The maximum motion detected at

the apex with non-contact sensors has an average of 0.6 mm, and this value is expected to

vary widely over population due to differences in physiology, health, fitness and age.

However, this average motion is sufficient to provide detection with a Doppler radar

system.

3.3 Circulatory System Motion

Blood vessels carry blood from the heart to the tissues and back, as shown in

Figure 3.6. The blood is moved through the body by the pumping of the heart, the recoil of

the arteries, the compression of veins by skeletal muscle, and the negative pressure in the

thorax during inspiration. Blood pulses through the distensible arteries, which expand

when the heart pumps blood into them during systole and contract during diastole, when

the aortic valve is closed. As the arteries expand and contract, the skin above them moves;

the skin surface motion is most prominent above superficial arteries. The following sec-

tions describes the location and structure of the arteries and veins, how they distend as the
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pressure of the blood in them varies during the cardiac cycle, and how this distension

affects the skin surface motion.

3.3.1 Location and Structure of Major Arteries and Veins

The diameter of the arterial vessels progressively decreases from the aorta to the capil-

laries, as shown in the model of the arterial system in Figure 3.7. When arteries are near

the skin surface, their pulses are palpable and sometimes visible. The main superficial

arteries are: the carotid artery in the neck, the brachial artery at the elbow, the radial artery

in the wrist, the femoral artery in the upper thigh, the popliteal artery in the back of the

knee, the posterior tibial artery in the inside ankle, and the dorsalis pedis artery on the top

of the foot.

Figure 3.6: Interaction of the respiratory and circulatory systems. After [109].
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Elastic arterial tissue enables arteries to accept blood from the heart in impulses while

delivering blood to capillaries by gradually stretching and recoiling. As shown in

Figure 3.8, during systole, when the heart pumps blood into the aorta, only one third of the

stroke volume (the volume of blood which leaves the left ventricle) leaves the arteries; the

other two thirds of the blood distends the arteries, raising the arterial pressure. During

diastole, when the heart is filling with blood, the stretched arterial walls begin to return to

their non-stretched shape, continuing to push blood into the arterioles as the arterial pres-

sure falls. Larger, more central arteries dilate more than peripheral arteries, which are less

distensible. Older people have less distension in their arteries than children do, because

arteries become more rigid over time [121]. 

Figure 3.7: Model of the arterial system, showing major arteries. After [131].
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Veins have much thinner walls than arteries because the blood in the veins is under

lower pressure. Veins have little elastic tissue, and therefore are not distensible like arter-

ies. They can accommodate large volumes of blood with minimal pressure changes, and

they lie flat when they are not full and they become cylindrical as they fill with blood.

Valves in veins prevent backflow as blood is pumped against gravity by skeletal muscles. 

3.3.2 Blood Flow Through Arteries and Veins

With each ventricular contraction, the heart ejects a surge of blood into the aorta, lead-

ing to flow, pressure, and diameter waves as the blood propagates through the body. Flow

waves are the changes of the velocity of blood flowing through the arteries. The blood

velocity varies 70-90% from its mean velocity, which decreases as the arteries get further

from the heart [121]. Pressure waves are the increase in pressure that propagates from the

aorta through the other arteries in body. In the large arteries, the pressure fluctuation is as

Figure 3.8: Diagram of arterial pressure in systole and diastole. During systole, the artery 
distends, storing blood; during diastole, the artery contracts so blood continues 
flowing into the arterioles after the aortic valve is closed. After [135]. 
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much as 300% of the mean pressure, while in the peripheral arteries the fluctuation is

40-80% of the mean pressure [121]. Propagating changes in arterial diameter, or diameter

waves, result from the stretching of the compliant arteries caused by the change in pres-

sure. The larger, more central elastic arteries dilate more than the peripheral arteries,

which are less distensible. The carotid artery typically has a 8-15% variation in diameter,

while the radial artery typically has a 1.6% variation in diameter [86, 117]. 

3.3.3 Surface Motion from Blood Flow

Lee [107] presents a simple model of an artery in the center of a cylinder of a homog-

enous, isotropic, elastic solid tissue, and derives an expression coupling the arterial wall

motion with surface motion, as is shown in Figure 3.9. Lee postulates that the volume

expansion at the skin surface must be equal to the volume expansion at the vessel wall,

due to the incompressibility of tissue. Therefore the size of the appendage and the change

in the cross-sectional area of the vessel determine the amount of motion at the surface. The

change in the area of the artery is determined by its distensibility, which is influenced by

several factors, including how close the artery is to the heart, the size of the artery, and the

age of the subject. This model is an oversimplification, however; the arteries most fre-

quently palpated are the superficial arteries, as listed in Table 3.3. When the artery is not

in the center of the limb, the arterial expansion is not a bulging of the entire limb, but

rather a pulsation of the area of the surface of the limb closest to the artery. 
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Hong and Fox [100] used optical interferometry to measure the velocity of skin above

superficial arteries and the time delay between the R wave of the electrocardiogram and

the pulse, as is shown in Table 3.3. Although the velocity measurements indicate that there

is detectable motion due to pulse at the skin surface, they did not quantitatively measure

the displacement. In addition to the pulse points measured by Hong and Fox, visible pulsa-

tions are available at the aortic artery (in the 2nd right intercostal space at the suprasternal

notch) and at the pulmonic artery (in the 3rd left intercostal space) [81].

Mohri et al. [115] used a small magnet placed on the chest skin surface and a magnetic

field sensor with two micron resolution to measure the blood vessel displacement at the

skin surface, as described in Section 3.2.4. They found that the carotid artery produced a

skin displacement of 0.06 mm while the jugular vein produced a skin displacement of 0.01

mm. In [116], the same authors measured the carotid artery to produce a skin displacement

of 0.05 mm, the radial artery to produce a skin displacement of 0.03 mm, the finger pulse

to produce a skin displacement of 0.01 mm, and the jugular vein to produce a skin dis-

placement of 0.005 mm. However, this is a contacting measurement, and the measurement

may have been affected by the presence of the magnet. The same sensors were used to

measure chest wall motion due to the heart in Section 3.2.4, and they measured the chest

Figure 3.9: Lee’s model of an artery in tissue for analyzing surface motion with radial motion of 
the vessel wall. After [107].

Arterial Radial 
Displacement

Skin Surface 
Radial 

Artery

Skin

Displacement 



74 3:   Physiological Motion and Measurement
wall motion to be twenty times less than that measured with non-contact techniques. In

[116], the arterial motion was similar in amplitude to the heart motion.

The jugular vein is covered by a muscle, and is usually not visible as a discrete struc-

ture, but its pulsations are transmitted to the skin of the neck, where they are usually

visible. The jugular venous pulse has two peaks and two troughs, distinguishing it from

the carotid arterial pulse, which has a single upstroke. The venous pulses are typically

quite distinct when the patient is at a 45-degree or greater angle, but are not typically visi-

ble in upright healthy subjects [85]. 

The measurements that have been made indicate that there is measurable motion at the

skin surface at superficial pulse sites. This motion may be measurable by Doppler radar,

and measurement of the amount of surface motion due to pulse is an interesting area for

future research that has not been thoroughly explored. It is expected that motion due to

arterial pulsation is less than that due to heartbeat.

Although there is no significant change in left ventricular ejection volume with age,

the arterial pressure wave varies greatly with age. With age, arterial wall thickness

increases, arterial diameter increases, and arterial distensibilty decreases [102]. In [114],

the arterial wall rigidity was expressed as:

Table 3.3. Time Delays and Arterial Diameters Associated with Superficial Arterial Pulses
Arterial Pulse Location Delay (sec) 

from R wave 
[100]

Arterial 
Diameter 
(mm)

Percentage 
Variation in 
Diameter (%) 

Surface 
Motion [mm]

Carotid neck 0.15 6.1 [102] 10.13 [86]
14 [102]

0.06 [115]
0.05 [116]

 Digital finger 0.01 [116]

Radial wrists 0.20 2.36 [117] 1.6 [117] 0.03 [116]

Brachial inside of elbows 0.17 3.1 [102] 7.83 [86]

Femoral upper thighs 0.17 7.1 [102] 7.69 [86]
7 [102]

Popliteal back of knees 0.24 9.10 [86]

Posterior Tib-
ial

inside ankles 0.28 7.24 [86]
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. (3.1)

This indicates that pulses will be smaller and more difficult to measure in older sub-

jects. The data provided by Meinders and Hoeks [114] indicates that the change in cross

sectional area of the artery with a pulse is 50% less for 60-70 year-olds than it is for 20-30

year-olds. A decrease in the amount of change in diameter of the arteries would decrease

the amplitude of skin surface pulsations. A decrease in the amplitude of skin surface

motion with age would reduce the signal-to-noise ratio in measurement of pulse with Dop-

pler radar, as the SNR of Doppler radar is proportional to the amount of motion at the skin

surface. 

3.3.4 Summary of Surface Motion Due to Pulse

The skin surface moves measurably due to arterial pulsations at locations where the

artery is near the skin surface. This motion does not necessarily occur at the same time as

the maximum chest wall motion due to the heart beat. The delay between the R-wave,

which causes ventricular contraction, and the posterior tibial pulse is approximately 0.26

seconds [100]. This delay from the chest wall motion to the motion at the furthest pulse

points from the heart could cause some spreading in time of the heart signal when mea-

sured by Doppler radar, since it integrates over all motion. However, according to Mohri

et al, [115] the chest displacement is 4 times that of the largest carotid pulse, and therefore

the much smaller pulse should not cause a major problem. 

Although the relationship of skin surface displacement due to pulse and age has not

been published, increases in arterial rigidity with age are well proven, and they cause

decreased change in cross sectional area with increasing age. Therefore, it is expected that

any skin surface motion due to arterial pulses will decrease as the age of the measurement

subject increases.

This section has focused on motion at the superficial pulse sites, which most likely

create the largest displacement of arterial pulses. However, other areas of the body likely

also pulse at the heart rate, although with a smaller amplitude. Ko, et al. [103] use interfer-

α 0.421 0.0602 age×( )+=
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ometric holograms to measure cerebral pulsations on the scalps of patients with

incomplete skulls. In the process, they also noticed motion at the eyes at the pulse rate.

The amplitude of the pulsations was not provided.

3.4 Respiratory System Motion

For gas exchange to occur in the lungs, air with carbon dioxide needs to be removed

from the lungs and air with oxygen needs to be inspired. In respiration, muscles contract to

generate changes in thorax volume, which create pressure differences between the thorax

and the external environment, causing air to move in and out of the lungs, from areas of

high pressure to areas of low pressure. The motions of the thorax and the abdomen cause

significant displacements at the skin surface that are measurable with Doppler radar,

allowing non-contact measurement of respiration rates. This section describes the motion

associated with breathing, and how this motion affects the skin surface’s motion.

3.4.1 Motion Associated with Breathing

Figure 3.10 shows the location of the muscles associated with breathing, the lungs,

and the ribs. As the diaphragm contracts, its dome descends into the abdominal cavity,

causing the thorax to elongate and increase in volume, and pushing the abdominal viscera

out against the compliant abdominal wall. In normal inspiration the diaphragm extends

1-2 cm into the abdominal cavity. In deep inspiration the diaphragm can descend as much

as ten centimeters; at this point the abdominal wall is stretched to its limit of compliance,

and the abdominal pressure increases, limiting the downward motion of the diaphragm.

When abdominal displacement is prevented, for this or any other reason, further contrac-

tion of the diaphragm causes the lower ribs to elevate, further decreasing the thoracic

pressure [127]. 

The external intercostal muscles contract simultaneously with the diapraghm for inspi-

ration. If the diaphragm contracted alone, the decrease in pressure would pull the rib cage

downward and inward, decreasing the amount of air inspired. Contraction of the external
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intercostal muscles pulls the ribs upward and outward, further increasing the volume of

the thorax and preventing the collapse of the ribcage. If the external intercostals contracted

by themselves, the decrease in pleural pressure would cause the flaccid diaphragm to be

displaced into the thorax rather than leading to inspiration. Joint action by the external

intercostal muscles and the diaphragm is required for inspiration [112, 113].

There are three types of rib movement at different points in the rib cage: the

“pump-handle” motion of the upper ribs, the “bucket-handle” motion of the lower ribs,

and the “caliper” motion of the lowest ribs, as shown in Figure 3.11. The dominant motion

of the upper ribs is rotation upward around their long axis, known as “pump-handle”

motion. The lower ribs connect to the spine differently than the upper ribs, so that they can

glide as well as rotate. The combination of this motion and the rotation keeps the front of

the rib at approximately a constant location, and the ribs effectively rotate upward while

fixed at the front and the back in a “bucket-handle” motion. The lowest ribs are not con-

nected to the sternum, and are known as floating ribs. These ribs tend to flare open and

Figure 3.10: The thoracic wall and body cavities. After [122]. 
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backward, rotating around their connection with the spine in a “caliper” motion. Since the

ribs increase in size and curvature as they go downward, at any given horizontal cross-sec-

tion, the diameter increases as the ribs hinge upward [122]. 

During normal quiet breathing, no muscles contract for expiration; the elastic recoil of

the alveoli is sufficient to decrease the alveolar volume. During exercise, speech, singing,

coughing, or sneezing, muscles are required for expiration. The abdominal wall muscles

contract, increasing abdominal pressure and pushing the contents of the abdomen up

against the relaxed diaphragm, pushing the diaphragm into the thorax. Contraction of the

abdominal muscles also depresses the lower ribs and pulls down the lower ribs, further

decreasing the volume of the thorax. The internal intercostal muscles also contract in expi-

ration, depressing the upper rib cage [122]. Contraction of the external intercostal muscles

raises and enlarges the rib cage, further increasing the volume of the thorax. Muscles in

the abdominal wall are muscles of deep expiration: contraction of these muscles increases

the abdominal pressure, elevating the diaphragm and depressing the ribs. Contraction of

the internal intercostals pulls the ribs downward, decreasing the volume of the thorax for

active expiration [122].

Figure 3.11: Movement of upper, lower, and lowest ribs. After [122]
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3.4.2 Chest-Wall Motion Associated with Breathing

The chest surface motion associated with breathing is the combination of the abdomi-

nal and rib cage movements was described in the previous section. Kondo, et al. [104]

present MRI data indicating a linear correlation between cross-sectional area of the thorax,

displacement of the diaphragm, displacement of the rib cage, and lung volume. Wilson, et

al. [137] present data showing that the pump-handle angle varies from 20o to 30o on the

third rib, and from 30o to 37o on the seventh rib. This motion caused the rib radius to vary

from 10.6 to 10.8 cm at rib three, and to vary from 137 to 142 mm at rib seven. DeGroote,

et al. [88] measured the chest motion in the front/back, left/right, and up/down directions

at thirty-six points. The largest motions were the sternum, which moved forward 4.3 mm

with inspiration, and the navel, which moved forward 4.03 mm with inspiration. Kondo,

Uhlig, et al. [105] measured the relationship between tidal volume and abdominal wall lin-

ear displacement with a laser displacement measuring device; they found the abdomen

distended 4 mm with a 400 mL inspiration, and 11 mm with an 1100 mL inspiration. They

also showed a 12-mm abdominal displacement during spontaneous breathing in another

subject. Overall, there is a 4 mm to 12 mm radial expansion of the thorax during breathing,

depending on individual physiology and how much air is inspired. 

3.5 Interaction of Respiratory Motion and Cardiac 
Motion at the Skin Surface

Many studies have shown that motion of the lungs and diaphragm due to respiration

move and deform the heart [111, 119, 133]. However, apparently no studies have been per-

formed on the interaction of respiratory and cardiac motion at the chest’s surface. In the

studies of chest wall motion due to the heart described in Section 3.2.3, the subjects were

holding their breath during the measurements, so it is not known how the respiratory

motion of the heart affects the chest wall motion due to the heart.

The motion and deformation of the heart due to respiration has been measured with

magnetic resonance imaging (MRI) and coronary angiography, in order to create models
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so that MRIs of the heart can be performed without the patient needing to hold his or her

breath. Results from some of these measurements are summarized in Table 3.4. Results

indicate that the feet-to-head motion of the heart is roughly linear with the diaphragm

motion in the same direction, but some subjects had a good degree of hysteresis in this

motion [119]. In [119], the heart moved from 12 to 24 mm due to respiratory motion in ten

healthy volunteers. In [111], combined rotations and translations led to a 22.5 +/- 4.5 mm

total displacement of the apex of the left ventricle in the eight healthy subjects. The heart

also rotated 3.8 +/- 1.9 degrees, and the left ventricle deformed up to 4 mm due to

respiration. 

Rosa [129] studied how the acceleration of the skin surface as measured with a vibro-

cardiogram was affected by respiration by taking measurements during normal

respiration, full inspiration breath hold, and full expiration breath hold. They found the

acceleration patterns that corresponded to ventricular contraction to be much more repro-

ducible in during the breath hold measurements than with normal respiration, indicating

that the rotary heart movements and respiratory displacement of the heart distort the skin

surface motion [129]. 

The translation, rotation, and deformation of the heart due to respiration certainly

affect how the heart’s motion interacts with the chest wall at different points in the respira-

Table 3.4. Translations and Rotations of the Heart Between Maximum Inhale and Maximum 
Exhale.

Source Total Left 
Ventricle 
Displace-
ment [mm]

Translation
Cranio-
Caudal [mm]

Translation
Anterio-
Posterior 
[mm]

Translation
Right-Left
[mm]

Rotation
CC [o]

Rotation
AP [o]

Rotation
LR [o]

[133]
10 patients

--

[111]
9 patients

[111]
8 volunteers

[111]
9 patients & 
8 volunteers

4.9 1.9± 1.3 1.8± 0.4 2.0± 0.7– 1.5± 1.2 1.3± 1.5– 0.9±

11.3 7.0± 8.3 3.9± 1.5 1.6± 1.4– 2.1± 0.7– 1.7± 2.7 3.1± 1.4– 2.1±

22.5 4.5± 16.4 4.5± 7.1 3.1± 3.8 1.3± 0.6– 3.5± 3.8 1.9± 0.5– 1.8±

17.3 8.1± 12.1 5.8± 4.1 3.7± 2.0 2.1± 0.7– 2.6± 3.2 2.6± 1.0– 1.9±
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tory cycle. The studies of chest wall motion due to the heart beating in Section 3.2.4 all

required the subject to hold his/her breath. There are no known studies of skin surface

chest motion due to beating of the heart during respiration or at different levels of inspira-

tion. This provides an interesting area for future research. Since the contraction of the left

ventricle causes the largest motion at the chest wall in healthy subjects, a 4 mm deforma-

tion of the left ventricle likely changes the motion due to heartbeat at the skin surface.

Additionally, a 2 cm motion of the heart could affect what part of the heart causes the larg-

est skin surface motion, changing the relationship of the peak due to the Doppler signal.

For estimating the signal-to-noise ratio of the Doppler radar system, as in Appendix D,

the integral of the mean-squared motion in the direction of the antenna over the cross-sec-

tional area of the chest is required. This value is then multiplied by factors for directivity

of the reflected radar signal and reflectivity of the chest. The breathing motion could affect

the area and the directivity of the heart signal, the RMS motion from the heart at the skin

surface, and even which part of the heart is causing the maximum chest motion. 

3.6 Vital Signs and Their Measurement

Vital signs include pulse rate, respiration rate, blood pressure and temperature [97].

These are recorded in all patients regularly in both clinical and emergency situations,

because they can indicate the severity of an illness, and changes in their values can be an

early warning sign of a changing physiological condition. In some conditions, it is desir-

able to continuously monitor select vital signs. Since heart and respiration rates can be

measured with Doppler radar, this section focuses on these two vital signs. Since this tech-

nology would compete primarily with non-invasive measurements of these rates, only

non-invasive alternative measurements are discussed. 



82 3:   Physiological Motion and Measurement
3.6.1 Measuring Vital Signs - Clinical Measurements

3.6.1.1 Respiratory Rate and Patterns

Most studies indicate 16 to 24 breaths per minute is a normal adult respiratory rate, but

some studies indicate that rates as low as 8 breaths per minute are normal [97]. Respira-

tory rate, pattern, effort and volume of respiration together are a strong indicator of

respiratory physiology. The respiratory rate is typically measured through observation

and/or palpation of the chest, with the patient unaware that the breathing is being

observed. An accurate reading requires counting for a full minute, because the rates are so

low [97]. The measurement of respiratory rate by different examiners can vary signifi-

cantly [91], and if the patient realizes that their respiration is being monitored, they may

change their breathing rate and pattern [97]. 

3.6.1.2 Pulse Rate

The pulse is examined to establish cardiac rate and rhythm, and the pattern of the pal-

pation can be used for further diagnosis of cardiac and circulatory disease. The normal

resting heart rate in adults is 50 to 90 beats per minute [97]. A heart rate outside the nor-

mal range can indicate either a cardiac abnormality or another condition that causes

abnormal heart rate. An irregular pulse is usually indicative of a cardiac abnormality. The

amplitude and contour of the pulse, such as a small, weak pulse, a large bounding pulse, or

an irregularly shaped pulse can be indicative of a pathophysiologic state [97]. 

The clinician can measure the rate, rhythm, pressure, and upstroke of the pulse at the

bedside with any timepiece that measures seconds. The clinician typically measures the

radial pulse at the wrist with the tips of the first and second fingers. Pulses are also pal-

pated at the carotid, brachial, femoral, posterial tibial, and dorsalis pedis arteries. If no

abnormalities are present, the rate is typically obtained by counting for 15 seconds and

multiplying the number of pulses by 4 [97]. 

When continuous monitoring is required over a long period, a bedside cardiac monitor

is often used to monitor heart rate and rhythm. A bedside cardiac monitor is typically a
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3-lead electrocardiogram [96]. The positive electrode is typically pasted in the V1 position

between the 4th and 5th ribs on the left side of the sternum, the negative electrode is

placed at the right shoulder, and a ground electrode is placed at the left shoulder [96].

Depending on the symptoms and diagnosis of the patient, a 5 or 12 lead electrocardiogram

is sometimes used at the bedside. Sometimes, a fingertip pulse oximeter is used to mea-

sure heart rate as well as oxygenation. 

Bedside cardiac monitors are only useful for patients confined to a bed or a chair since

the electrodes are affixed to the patient and are attached to the monitor via cables. The

electrodes can irritate the skin of some patients, and poor electrode contact or patient

movement can cause artifacts in the electrocardiogram signal [96]. 

The twelve-lead electrocardiograph is the gold standard for cardiac monitoring [96].

Six of the leads are placed in the frontal plane of the body and six are placed in the hori-

zontal plane of the chest, along the fourth or fifth intercostal space. Each of the leads

indicates a different path of electrical depolarization, and different combinations of leads

are required to detect different disease states. Any lead will indicate the heart rate and

rhythm, but more leads are required to determine the presence or absence of hypertrophy,

ischemia, or necrosis, for example. 

Since the ECG signal measured at the chest surface is under 2 mV, it is important to

optimize the skin-electrode interface. Any hair present needs to be shaved, and the skin

needs to be cleansed with alcohol and abraded, as the top layer of skin can be a source of

high resistance. Loose electrodes can cause artifacts that simulate disease states. The most

commonly used electrodes are pre-gelled disposable silver/silver chloride electrodes [99].

3.6.2 Commonly Used Alternative Methods for Vital Signs Monitoring

Methods of measuring vital signs typically used in the emergency vehicle and in the

clinic are not ideal for all situations. The standard measurements require contact with the

subject, and either require the presence of a medical professional or that the subject be
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wired to the monitor. Alternative techniques for measuring vital signs have been devel-

oped to meet different needs.

3.6.2.1 Respiration

There are three methods by which respiration can be measured: measurements of air-

flow, measurement of respiratory movement and effort, and measurement of oxygen

saturation. Direct measurements of airflow typically involve the use of face masks, which

can change the subject’s respiration, but provide information about the total volume. Indi-

rect measurements of airflow, such as a thermocouple or capnography, have less adverse

effects. Measurements of respiratory movement have been common indirect measure-

ments of airflow since Konno and Mead’s two-degree-of-freedom model of chest wall

motion was introduced in the 1960s [106]. This model indicates that ventilation can be

derived from measurement of the rib cage and abdomen displacements, but recalibration is

required when the subject varies his posture. McCool, et al.’s three-degree-of-freedom

model works accurately as posture varies without requiring recalibration [112]. Peripheral

tissue oxygenation is measured with a pulse oximeter; this provides and indication of the

efficacy of respiration, but does not provide the respiration rate.

Thermocouples and capnography are two indirect measurements of airflow that do not

require a face mask and provide respiration rate, but not volume of airflow. Thermocou-

ples infer airflow by changes in temperature in front of the nose and/or the mouth: exhaled

air is warm, and inhaled air is cool [124]. Capnography, the measurement of expired car-

bon dioxide, is used to assess airflow in some sleep laboratories. Inhaled air contains

negligible amounts of carbon dioxide, while exhaled air contains 6-7% CO2. An infrared

analyzer can be placed in front of the nose and/or mouth to detect airflow by changes in

the CO2 concentration [124]. 

Plethysmography is the measurement of changes in volume of organs or other body

parts. For respiratory plethysmography, measurements are typically made with bands

around the chest and the abdomen. These bands typically measure changes in diameter,

circumference, or cross-sectional area of the thorax by changes in impedance or with
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strain gauges. In respiratory inductance plethysmography, wire coils stitched to elastic

bands are placed around ribcage and abdomen, and the inductance of the coils is mea-

sured. These measures a complex function of cross-sectional area and circumference [98].

Impedance plethysmography, involves placing electrodes on the skin and measuring

changes in the impedance between the electrodes with respiration [77, 98, 108, 138]. 

Strain gauges can be placed on the abdomen and rib cage wall to monitor the disten-

sion of the abdominal and thoracic cavities, and thereby assess respiratory changes [92].

These devices are easy to use, though do not lend to an estimation of respiratory volume. 

Pulse oximetry is used for the chronic assessment of oxygenation. The absorption of

light passing through the ear or the finger is related to the amount of oxyhemoglobin in the

tissue it passes through. The device eliminates the constant absorption due to the tissue,

and measures only the absorption of the arterial blood. Pulse oximetry measures the oxy-

gen saturation of arterial blood. It can be used to measure respiratory disturbance, but does

not measure airflow, respiratory movement or respiration rate. [124]

3.6.2.2 Pulse Rate

The heart rate is typically measured via its electrical impulses. The Polar strap is a

commonly used exercise heart rate monitor. It measures a bipolar electrocardiogram with

an elastic chest strap. At each R-wave, it wirelessly transmits a pulse to a receiver. This

device works well during activity, but does not give the information of a true electrocar-

diogram [130]. If the skin under the electrodes is not moistened, the signal can be

inaccurate. The receiver uses the pulse timings to calculate the rate.

The pulse oximeter, as described in the previous section, can be used to measure the

pulse rate. Although its primary purpose is to measure oxygen saturation of arterial blood,

it also measures a variable absorption due to the change in blood volume with each pulse.

Because they have this information, most pulse oximeter displays also include the pulse

rate [139]. 
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3.6.3 Measurement of Heart and Respiratory Surface Motion

Surface motion measurement is by definition non-invasive, which makes such mea-

surements convenient for home-monitoring and long-term monitoring. Some

measurements are non-contact and non-invasive, and these can be used without the knowl-

edge of the subject, with reduced risk of the measurement device affecting the parameter

being measured. However, these measurements do not necessarily measure the same

parameters as gold-standard measurements. Surface motion measurement of the heart

measures physical motion, which is different than the electrical signal provided by the

electrocardiogram. Surface motion measurement of respiration measures the motion of the

abdominal wall and rib cage, but does not directly measure the airflow. Doppler radar

measurement of heart and respiration is also a measurement of surface motion and is dis-

cussed in this section followed by other methods.

3.6.3.1 Radar Measurement of Physiological Motion

According to Doppler theory, as presented in Chapter 2, a continuous wave radar with

a stationary person’s chest as the target should receive a signal similar to the transmitted

signal with its phase modulated by the time-varying chest position and a received power

determined by the radar system properties, the environment, and the area of the moving

part of the body. When the phase is demodulated, the chest displacement over time can be

inferred, from which heart and respiration rates can be determined. Analog and digital sig-

nal processing remove noise and interference, separate the heart and respiration signals,

determine the heart and respiration rates, and prepare the signal for display. Previous work

in microwave monitoring of heart and respiration is described in detail in Chapter 2,

Section 2.1.3. This system works from a distance, non-contact, and through clothing. It

does not require contact with the subject or that the subject be wired to a monitor. Because

it is a motion sensor, it does require that the subject be still. It will measure and motion

within the antenna beam, and with a single transceiver it cannot distinguish between

motion from two different sources. 
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3.6.3.2 Surface Motion Measurement of Respiration Rate

Two main surface measurements of respiration rate exist: measuring the circumference

or area of the thorax and abdomen, or measuring the linear displacement of the thorax or

abdomen. Both types of measurements are listed in Table 3.5. Some of the circumference

measurements were described in Section 3.6.2.1. Inductance plethysmography uses bands

around the chest and abdomen that vary in inductance as the bands are stretched, and

piezoelectric strain gauge straps emit a voltage when the chest changes in circumference.

Strain gauges measure the deformation of the chest. 

Table 3.5. Techniques for Surface Measurement of Respiration Rate
Technique Description Circumfer-

ence or Linear 
Displacement?

Contact or
Non-Con-
tact?

Pros and Cons?

Doppler Radar Radar signal is directed at 
subject’s chest; linear 
motion of entire chest is 
measured.

Linear Non-Contact Subject can remain 
clothed and unwired.
Artifacts due to subject 
motion.

Impedance
Plethysmogra-
phy [98, 138]

Injects small amounts of 
electrical current into sub-
ject to measure the sub-
ject’s impedance changes 
with respiration

Thoracic 
impedance 
(indirectly Cir-
cumference)

Contact Can make a cross-sec-
tional “slice” image of sub-
ject. May require many 
electrodes. May suffer 
from interference.

Inductance 
Plethysmogra-
phy [98, 108, 
138]

Band worn around chest 
wire coils stitched into the 
elastic band change induc-
tance as circumference 
changes

Circumfer-
ence and Area

Contact Measures a complex 
function of circumference 
and cross-sectional area. 
Displacement in trans-
ducer bands can lead to 
inaccuracies.

Magnetometer 
[108, 110]

Transmitter and receiver 
coils on chest, abdomen, 
and back measure 
changes in displacement

Linear Contact Sensor can also be used 
to monitor changes in 
body position.

Strain Gauges 
[92, 108]

Strain gauges placed on 
chest measure changes in 
circumference

Circumference Contact Displacement of body 
movements influences 
signal quality. Over-
stretching or 
under-stretching the 
gauges can affect accu-
racy.
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In [105], a laser sensor was used to measure anterioposterior chest wall motion. This is

a non-contact measurement, offering no resistance to respiration and no tactile stimuli,

which should ensure a noninvasive measurement of respiration that does not alter the res-

piratory pattern. The laser monitor measures the distance between the chest wall and the

sensor, and obtains a respiratory waveform by plotting the change in distance over time.

The laser monitor can track rapid changes in lung volume with almost no lag. They pro-

pose a monitor with multiple laser sensors so that they can monitor multiple points on the

chest, and better model the volumes of respiration.

In magnetometer measurements, one coil is driven by an oscillator to produce a weak

magnetic field, while other coils are attached to the skin on the thorax and abdomen. The

coils on the skin pick up the magnetic field and can determine their position in the field.

Magnetometers are susceptible to rotational movement, which creates artifacts [98]. Mag-

netometers were used to measure the anterio-posterior motion of the rib cage and

abdomen [98], and to measure displacement between the abdomen and the sternum [110].

In [110], two transmitter coils operating at two different frequencies are placed near the

spine at the sternal level and on the abdomen. Two receiving coils are also placed on the

body: one tuned to both frequencies is placed on the sternum to measure the sternal-umbil-

ical displacement and the rib cage anterio-posterior displacement. The other is tuned only

to the frequency of the abdominal transmitter and measures the anterior-posterior abdomi-

nal displacement. With these three measurements, after calibration, respiratory volume

can be estimated using a three-degree-of-freedom model.

Laser Displace-
ment [104, 105]

Laser pointed at chest 
measured the change in 
linear displacement

Linear Non-Contact Subject cannot be 
clothed.

Linearized Mag-
netometer [98]

One coil is driven to make 
a weak magnetic field; 
receiving coils determine 
their position in the field

Linear Contact Rotational motion of coils 
creates and artifact.

Table 3.5. Techniques for Surface Measurement of Respiration Rate
Technique Description Circumfer-

ence or Linear 
Displacement?

Contact or
Non-Con-
tact?

Pros and Cons?
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3.6.3.3 Surface Motion Measurement of Pulse Rate

The two methods of measuring the pulse rate through body surface movement are glo-

bal measurement of the chest wall and measurement of a small surface on the chest wall or

at a pulse point. Either the chest wall motion resulting from the heart beating against the

chest wall or the surface motion resulting from arterial and venous pulses can be mea-

sured. Mechanocardiography is an all-encompassing term for the measurement of the

motion or vibration of the chest wall due to the heart. Several of the techniques in

Section 3.2.4 could be used for vital sign measurement, as well as several additional tech-

niques that are discussed in this section. 

Table 3.6. Techniques for Surface Motion Measurement of Pulse Rate
Technique Description Contact or 

Non-
Contact?

Global or 
Small Area?

Pros and Cons

Doppler Radar Radar signal is directed at 
subject’s chest; linear 
motion of entire chest is 
measured.

Non-Contact Global Subject can remain 
clothed and 
un-wired.
Artifacts due to 
subject motion.

Apexcardiography
[82, 85]

Measures chest wall dis-
placement at the apex rela-
tive to the rest of the chest

Contact Small Area Difficult to place 
correctly.

Kinetocardiogram/
Impulse Cardiogram
[82, 85]

Measures chest wall dis-
placement relative to the lab-
oratory coordinate system

Contact Small Area Reading closely 
resembles palpa-
tion.

Cardiokymogram
(Displacement 
Cardiograph)
[93]

A coil that is part of a tuned 
circuit is placed near the 
chest of the patient; as the 
coil’s environment changes 
the output frequency 
changes

Non-Contact Global 
(depends on 
size of coil)

Measures superpo-
sition of heart 
motion and chest 
wall motion.

Laser Displacement 
System [79, 128]

Laser beam is pointed at 
chest; displacement is mea-
sured

Non-Contact Small Area Not affected by 
loading.
Clothing must be 
removed.

Ballistocardiogram/ 
Seismocardiogram
[118, 87]

Accelerometer is attached to 
the chest

Contact Small Area Measures acceler-
ation rather than 
displacement.
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Apexcardiography is the measurement of chest motion at the apex relative to the rest

of the chest wall. Positioning the apexcardiograph transducer typically requires repeated

exploration of the apical area, and this degrades the reproducibility of the measurement.

Only the apex impulse measurements can be made with regularity [82]. Apexcardiography

represents the displacements for the precordium overlying the apex of the heart, caused by

left-ventricular movement. The apexcardiogram measures the movement of the chest wall,

and is indicative of the pulsation of the entire left ventricle. Its contour differs from that

perceived in palpation [85]. 

The kinetocardiogram measures chest wall displacement at a single point (typically

the apex) similar to the apexcardiogram. The difference is that the kinetocardiogram mea-

sures relative to an external fixed laboratory coordinate system, not relative to the rest of

the chest. These reading most closely resemble the movements detected by palpation [82].

The kinetocardiogram records the motion of specific points on the chest wall relative to a

fixed point in space, and its contour is similar to that perceived by palpation [85].

The displacement cardiograph, also known as the cardiokymograph, consists of a coil

that is part of a tuned circuit oscillator and is placed between 5 and 15 mm from the sub-

ject’s chest wall. Changes in the environment of the coil by changes in the location and

volume of the chest due to the heart beating and respiration changes the loading of the

coil, and therefore the frequency of oscillation. This frequency is compared with that of a

reference frequency, and the difference is converted to an output voltage. The field created

by the coil penetrates tissue, so that motion of the heart itself is sensed as well as

chest-wall motion. The system is much more sensitive to chest-wall motion than the heart

motion, but the heart motion is greater. The output of this system in qualitative because of

the superposition of the heart motion and chest motion. The cardiokymograph can detect

heart motion in patients for whom the apexcardiograph is not detectable, including

patients with emphysema, and others in which no apical impulse can be palpated [93]. 

The laser displacement system, as described in Section 3.2.4, points a laser beam at the

chest wall and measures the displacement. This required the subject to be unclothed since

the laser cannot penetrate clothing.



3.7.   Conclusions 91
The ballistocardiograph, also known as the seismocardiograph, consists of an acceler-

ometer strapped to the subject’s chest, but is not a quantitative measurement of

displacement [118, 87]. It can be used to sense the heart rate but needs to be placed on the

area of the chest that is moving. 

Doppler radar simultaneously measures heart and respiration rates. In order to measure

the heart rate, it is necessary to use filters to attenuate the respiration signal relative to the

heart signal so that the heart signal is dominant. This measurement is non-contact and

works through clothing. No other respiration measurements are non-contact and operate

through clothing. The cardiokymograph could theoretically operate through clothing but it

needs to be placed very close to the chest. 

3.7 Conclusions

With each heart beat, the heart undergoes a partial rotation and an expansion, which

causes it to strike the chest wall during left ventricular contraction. This contact with the

chest wall causes an impulse to occur at the apex, in the 4th or 5th intercostal space, result-

ing in a total displacement estimated to be about 0.6 mm as measured with non-contact

laser measurements of multiple subjects. The expansion and contraction of the heart also

leads to a slower pulsation of the left parasternal area of the chest wall with every heart

beat. There is also skin-surface motion at the heart frequency due to pulsing of superficial

arteries. The pulsation of the arteries is delayed from that at the chest wall by 0.15 to 0.28

seconds, and the greatest arterial displacement at the carotid artery is estimated to be about

one fourth that at the chest. Motion from the veins at the skin surface may be measurable

in supine subjects, but not in upright subjects. 

The motion at the skin surface has been measured with a variety of contacting and

non-contacting techniques. Many of the contacting measurements of chest motion require

careful placement at the apex for accurate readings and may be difficult to place correctly.

Subjects cannot wear clothing during the non-contact laser measurements since the laser

cannot penetrate clothing. For the 1-D laser measurements, aligning the laser at the apex
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may be a challenge. The Doppler radar measurement of heart motion does not require

careful aiming of the antenna since it uses a broad beam, and it can operate through most

normal dry clothing. It does suffer from motion artifacts while the subject is moving, but

these disappear as soon as the subject is still again. The laser displacement measurements

are useful as a research tool, since they can provide quantitative information about the

amount of chest-wall displacement. However, because of risks associated with lasers, the

importance of alignment, and the inability to penetrate clothing, the laser sensor could not

be used as a heart rate monitor. 

The electrocardiogram is the gold standard for measurement of the heart. It measures

the electrical activity of the heart rather than its motion, and can therefore be used for a

wide range of diagnostic activities. When only the heart rate is being monitored, a

three-lead ECG is typically used. The main drawbacks are that some subjects have adverse

reactions to the electrodes and the electrode gel, that artifacts occur if the electrodes are

not properly applied, and that the patient must be wired to the monitor, limiting his/her

ability to move about. Although Doppler radar is a less accurate measurement of heart rate

than the three-lead ECG, it may be a better choice in applications where accuracy is not of

utmost importance and in chronic applications where it is important to avoid sensitivity to

electrodes and frustration with being wired to a monitor.

With each inhalation and exhalation, the chest and abdomen expand and contract. The

peak-to-peak motion perpendicular to the chest wall is estimated to be between 4 and 12

mm. Respiration rate is often measured by chest motion with a variety of plethysmo-

graphic methods, including straps that sense the change in chest circumference, electrode

systems that sense the change in chest impedance, and strain gauges that measure the dis-

tortion of the chest shape. All these measurements of chest motion require contact with the

subject and having the subject wired to the monitor. The non-contact measurements of res-

piration are the laser monitor and the Doppler radar monitor. As with the heart

measurements with these systems, the laser monitor cannot operate through clothing like

the Doppler radar monitor, and has safety issues that would not make it as good a choice

as the Doppler radar monitor for measurement of heart and respiration rates. 
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When calculating the signal-to-noise ratio for the Doppler radar system, the integral of

the mean-squared physiological motion with the desired period over the chest area, multi-

plied by the directivity of the reflected signal towards the antenna and the reflectivity of

the chest is desired. This factor is challenging to compute; even if a mapping of motion

over the chest was obtained, the factor for the directivity would depend on the angle of the

antenna to the chest. For the heart signal, the amount of motion, the timing of the motion,

and the directivity could change significantly during respiration. Additionally, these val-

ues will likely vary widely from person to person. Because this value cannot be precisely

calculated with currently available information, RMS motion and the chest area in motion

is estimated from the data in this chapter. The RMS motion is estimated to be 0.3 mm for

heart and 2 mm for respiration. The area in motion is estimated to be 10 cm2 for the heart

and 50 cm2 for the respiration. These values are assumed to be linearly superimposed for

the purposes of estimating the signal-to-noise ratio. 

Future research could include a three dimensional model of skin surface motion due to

heartbeat and respiration based on known physiology. This would enable accurate calcula-

tion of the integral of RMS motion over the area of the body, and would enable accurate

calculations of the signal-to-noise ratio of the output of the Doppler radar cardiopulmo-

nary monitor from different angles to the body.
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Chapter
4 Single-Chip 
Transceivers

4.1 Introduction

Single-chip Doppler radar transceivers can provide measurement of heart and respira-

tion rates without heavy, bulky, and expensive waveguide and discrete microwave

components. By leveraging subcircuit designs developed for cellular base station

radio-frequency integrated circuits (RFICs), such transceivers have been fabricated in

both silicon CMOS and silicon BiCMOS processes [149, 159, 160]. These transceivers

used modified versions of fully-integrated subcircuits that were developed for the

1800-MHz Digital Cellular System (DCS1800) and the 1900-MHz Global System for

Mobile communications (GSM1900) standards. This chapter describes both the base sta-

tion receiver and radar transceiver integrated circuits, emphasizing the technology

leveraging that facilitated the development of the single-chip radar transceiver.

The Digital Cellular System (DCS) standard is a modification that provides additional

bandwidth to the Global System for Mobile communications (GSM) standard. Since the

base station handles multiple channels simultaneously, it requires a higher dynamic range

than a mobile receiver. The dynamic range is limited by the receiver noise figure, which

determines the lowest receivable signal power, and linearity, which determines the highest

receivable signal power. Base station radios typically use high performance but costly

GaAs technology and have a low level of integration with many off-chip RF passive com-

ponents. The cost of base station receivers can be greatly reduced by developing highly

integrated receivers in low-cost silicon technology that meet base station specifications.
101
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Realizing the base station receiver in low-cost silicon technology presents challenges due

to phase noise in the LO and due to noise figure and nonlinearities in the RF path. There-

fore, the oscillator and the LO path circuits were optimized for phase noise performance

and the RF amplifiers and mixer were optimized for linearity and noise figure.

As shown in Appendix D, the main noise sources for the signal-to-noise ratio of a

Doppler radar system used for cardio-respiratory sensing are residual phase noise, base-

band 1/f noise, and dc offsets due to self-mixing and reflections from clutter. To lower

residual phase noise, the oscillator should be optimized to minimize RF phase noise and

other subcircuits need to have sufficiently low residual phase noise that they do not further

degrade the phase noise of the LO and received signal. To minimize baseband 1/f noise

and dc offsets, the receiver should be optimized to reduce the generation of 1/f noise at its

baseband output, provide good LO-RF isolation to minimize self-mixing, and have a high

second-order intermodulation product (IP2) to eliminate large dc offsets from the squaring

of the desired signal and other large signals. In the following sections, the base station sub-

circuits are assessed in how well they meet the requirements for Doppler radar

cardio-respiratory monitoring.

A problem unique to Doppler radar cardiopulmonary monitoring is that of

phase-demodulation null points, which depend on the phase relationship between the LO

and the received signal. This problem can be mitigated by using a quadrature receiver,

which provides two receiver chains with a 90o difference in their LO phases. Quadrature

receivers developed for this purpose are discussed in this chapter. By either selecting the

output closest to the optimal phase demodulation point or by intelligently combining the

two outputs, phase-demodulation null points can be avoided.

In this work, a single-channel hybrid Doppler transceiver has been developed that

combines individually packaged base station mixer and buffer test circuits and a commer-

cial off-the-shelf voltage-controlled oscillator on a printed circuit board [152].

Single-channel transceivers were then fabricated in monolithic silicon in both CMOS and

BiCMOS processes [153]. Finally, Doppler radar transceivers with quadrature receivers

were developed in silicon CMOS, using two receiver architectures [154]. The single-chan-
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nel transceivers were developed to operate at the DCS1800 LO frequency of 1.6 GHz,

while the quadrature transceivers were developed to operate in the 2.4 GHz unlicensed

band, which required the retuning of narrowband subcircuits. For each architecture, the

Doppler radar transceivers, block diagrams, circuit schematics, fabrication, and packaging

are discussed. Basic circuit characterization, including measurements of phase noise, iso-

lation, linearity, and 1/f noise generation, are provided.

4.2 Base Station Receiver

Advances in silicon technology have made it possible to realize fully integrated

0.25-µm BiCMOS and CMOS receivers for DCS1800 base stations, meeting very strin-

gent performance requirements for phase noise, linearity, and noise figure [149, 155, 158].

These radios use a heterodyne or direct IF sampling architecture, as shown in Figure 4.1. 

The received RF input signal (RFin) is amplified with a low noise amplifier (LNA) in

order to maximize the signal-to-noise ratio. The receiver has the flexibility to use an exter-

nal LNA when the antenna is far from the receiver or an on-chip LNA (LNA1) when the

antenna is close to the receiver. A duplex switch is used to select between these options.

LNA1 is optimized to minimize noise figure rather than to maximize gain. After the

duplex switch, signals from either source are amplified by another LNA (LNA2) which is

optimized for high linearity. The post-LNA image filtering is off-chip, so that filters with

different specifications can be used depending on the intermediate frequency (IF). The

receiver must function with IFs up to 300 MHz (the DCS1800 base station receiver IF is

170 MHz). A passive inductor-capacitor (LC) balun is used to split the single-ended fil-

tered RF input signal into the differential signal required by the double-balanced mixer.

The voltage-controlled oscillator (VCO) is on a separate chip, and is phase-locked to a

crystal oscillator to provide a local oscillator (LO) signal at the correct frequency. The LO

balun-amplifier amplifies the LO in order to provide the mixer with high LO drive and

converts the single-ended LO input to the differential signal required by the mixer.
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Receiver chips and VCOs have been fabricated using Agere Systems 0.25 µm CMOS

and BiCMOS processes [149, 155]. Both processes offer 5 metal levels, with a 3 µm thick

top level metal providing inductor quality factor (Q) between 8 and 10. Since inductor Q

affects oscillator phase noise, it is important to maximize this factor. Both receiver chips

have a die size of 3.5 mm by 3.5 mm, and were packaged in Amkor exposed pad TQFP-48

packages [144], which have a 7 mm by 7 mm body size. The bipolar VCO die was 1.4 mm

by 2.0 mm, and the CMOS VCO die was 1.2 mm by 1.1 mm, and both were packaged in

Amkor exposed pad SSOP-16 packages, which have a 3 mm by 5 mm footprint [145]. The

exposed pad packages have a backside ground pad that provides a RF ground with low

parasitic inductance. With several bondwires connected from the chip ground directly to

the backside ground pad, the total grounding inductance is reduced to below 1.0 nH. A

micrograph of the BiCMOS receiver chip is shown in Figure 4.2.

The BiCMOS version of the receiver used a bipolar balun-amplifier and bipolar

LNAs, and a CMOS mixer and switch [155], while the CMOS receiver used only CMOS

subcircuits [149]. Both a bipolar and a CMOS VCO were also fabricated, and because

Figure 4.1. Block diagram of base station heterodyne receiver. 



4.3.   Subcircuits 105
bipolar devices have lower 1/f noise than MOSFET devices, the bipolar VCO has 12 dB

lower phase noise than the CMOS version [152]. The CMOS versions of the other subcir-

cuits were comparable in performance to the bipolar versions. The subcircuits and a

summary of their performance in relation to the base station requirements are discussed in

Section 4.3.

4.3 Subcircuits

4.3.1 Introduction

The subcircuits presented in this section were designed for DCS1800 base stations,

and were leveraged for the Doppler radar transceivers presented here. Each subcircuit is

discussed, including its design, how it met the base station specifications, how well it per-

Figure 4.2. DCS 1800 BiCMOS base station receiver chip micrograph [155]. 

3.5 mm
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forms for the Doppler radar transceiver, and how modifications (if any) were made for

Doppler radar. Narrow-bandwidth subcircuits were retuned for the 2.4-GHz transceivers.

Additionally, the phase-shift network used to divide the LO signal into the quadrature LO

signals required for the quadrature transceiver is introduced.

4.3.2 Voltage-Controlled Oscillator

4.3.2.1 Phase Noise Requirements

Phase noise is the challenging specification for voltage-controlled oscillators designed

to meet Global System Mobile communications (GSM) requirements. This is due to

in-band blocking requirements, which are more stringent for base station receivers than

for mobile device receivers. The DCS1800 micro base station requires phase noise at and

800-kHz offset to be below -131 dBc/Hz, and the normal base station requires phase noise

below -138 dBc/Hz at the same offset frequency [158]. 

As shown in Appendix D, residual phase noise is one of the limiting factors when

developing a Doppler radar system. Since the motion signal is modulated on the carrier as

a phase modulation, phase noise manifests itself as amplitude noise on the output. The

residual phase noise level, , is directly proportional to the RF phase noise, :

, (4.1)

where  is the offset frequency,  is the target range, and  is the signal velocity.

For the VCO, both the base station and the Doppler transceiver require the lowest pos-

sible phase noise. Specifications for GSM oscillators are set at offsets from 600 kHz to 3

MHz, while the Doppler radar transceiver is most focused on phase noise at offsets from

0.3 to 3 Hz. No studies on minimizing the phase noise of integrated VCOs at such close-in

frequencies have been published, and it is not clear if the phase noise at these frequencies

can be further reduced through design variations. However, very-close-in phase noise is

generally proportional to , which is generally also true at frequencies near and below

1 MHz where the GSM phase noise specifications lie. 
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The phase noise performance of integrated VCOs is typically limited by the quality

factor (Q) of the on-chip resonator [167]. This is affected by the Q of the inductors in the

resonator, as well as by the value of negative resistance in the oscillator that cancels any

undesired resistance in the resonator due to its imperfect quality so that the oscillation will

not be damped. A larger negative resistance leads to a higher resonator Q that increases

the resonator energy, making the oscillation easier to start, increasing the output power,

and improving the phase noise performance. Phase noise is discussed in more detail in

Appendix H.

4.3.2.2 Bipolar VCO

The bipolar VCO was designed for low phase noise and high output power at the

DCS1800 LO frequency of 1.6 GHz. A circuit schematic of the VCO is shown in

Figure 4.3a. The common-base configuration with a feedback inductor at the base termi-

nal generates a broadband negative resistance. The transistor size is optimized for high

negative resistance at the oscillation frequency. The transistor is biased in a nonlinear

mode so it is saturated for part of the cycle to increase the harmonic content of its oscilla-

tion, which gives the output waveform a steeper slope at the zero crossing. As discussed in

Appendix H, a steeper slope at zero crossing reduces the sensitivity of the phase of the

waveform to noise, which decreases the phase noise of the oscillator. The oscillation fre-

quency is determined by the series LC resonator at the emitter, which includes a varactor

for frequency tuning [158]. The varactor in the LC resonator is the base-collector junction

diode of a transistor with an emitter area of 384 µm2 and a zero-bias junction capacitance

of 37 pF. Lowpass LC filters consisting of 20-nH series inductors and 10-pF shunt capaci-

tors were used as RF chokes in all three bias lines. The oscillator output is at the

transistor’s collector, and the series capacitor at the output prevents the base bias voltage

from propagating to the next stage in the receiver. Saturation of the transistor limits the

output amplitude.

The bipolar chip is 1.4 mm by 2.0 mm, fabricated in 0.25 µm BiCMOS [158]. The

inductor Q was 8.9, 7.1, and 6.7 for the 5-nH, 3-nH, and 20-nH inductors, respectively.
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The close-in phase noise of RF outputs was measured using an HP E5500 Phase Noise

Measurement System with the FM discriminator technique and a 24-ns delay line. The

VCO dissipates 40 mW, with -80-dBc/Hz phase noise at a 10-kHz offset and -132-dBc/Hz

phase noise at a 800-kHz offset, meeting the GSM micro base station requirement [158].

The phase noise spectral density at a 1-Hz offset is +52 dB/Hz [152].

4.3.2.3 CMOS VCO

The common-gate MOSFET VCO is similar in design to the bipolar VCO, but uses a

loop resonator rather than a series resonator and uses a current mirror to set the gate volt-

age rather than using a separate bias. The circuit schematic is shown in Figure 4.3b. An

n-type MOSFET is biased in a common-gate configuration with a feedback inductor at the

gate terminal to generate a negative resistance when looking from the source. The resona-

tor is the LC loop at the source, with a series capacitor and varactor in parallel with an

inductor. The RF output is connected to the drain terminal, and the drain bias is isolated

with an RF choke. The transistor was optimized for high negative resistance. Multiple gate

fingers were used in the device layout to minimize the gate parasitic capacitance. The

oscillation frequency is determined by the LC loop, which includes a varactor so that the

frequency can be tuned. The varactor is a MOSFET with the drain and source connected

together, with W x L of 1 µm x 2 µm. A lowpass LC filter with a 20-nH inductor and a

20-pF capacitor is used as an RF choke, similar to that of the bipolar version.

As in the bipolar version, the phase noise is reduced by having a large negative resis-

tance. The device is driven into deep saturation during oscillation, so that the steepness of

the waveform at the zero-crossings reduces the sensitivity of the phase to noise. The FET

is 0.32 µm x 1.36 µm. The CMOS chip is 1.2 mm x 1.1 mm on a 0.25-µm CMOS process.

The 10-nH feedback inductor has a Q of 7 at 1.6 GHz. The phase noise was measured on

an HP E5500 Phase Noise Measurement System using the FM discriminator technique.

The phase noise is -134 dBc/Hz at 1900 kHz and -150 dBc/Hz at 3 MHz, meeting the

DCS1800 micro base station requirement. The phase noise spectral density at 1-Hz offset

is +64 dB/Hz [152].
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Re-tuning the CMOS VCO to 2.4 GHz required changing the values of the resonator

elements to an inductance of 20 nH and a capacitance of 3.5 pF. The negative resistance

inductor is 10 nH and the RF choke inductor remained 20 nH.

4.3.3 Mixer

4.3.3.1 Goals for the Base Station Receiver Mixer

GSM base station receivers have much tighter intermodulation and blocking require-

ments than mobile stations, so receiver linearity was an important specification in the base

station design. Receiver nonlinearity is typically dominated by the mixer and the low

noise amplifier (LNA). Maximizing the linearity of the LNA requires lowering the gain,

which puts tighter noise figure requirements on the rest of the receiver including the

mixer, which was required to have a noise figure below 8 dB [156]. The mixer needs to

have high linearity, and was required to have an input third order intermodulation product

(IIP3) between 15 and 20 dBm, depending on the front-end architecture [156].

Most integrated mixers for mobile communications have used variations on dou-

ble-balanced Gilbert cell mixers [156]. These mixers have a relatively high noise figure

(typically over 10 dB), and a nonlinearities that cause an input IP3 below 10 dBm [156].

The Gilbert cell so this topology was unsuitable for the DCS1800 base station receiver, so

a double-balanced resistive ring mixer was used. 

4.3.3.2 Mixer Topologies and Trade-Offs

The passive resistive FET mixer is the best topology for distortion performance, and

requires only moderate LO power [164]. Resistive FET mixers use the time-varying chan-

nel resistance of an FET for frequency conversion. A single-FET mixer is shown in

Figure 4.4. The LO is applied to the gate and no dc bias is applied to the channel, and the

LO voltage modulates the depth of the depletion region, which varies the channel resis-

tance so that the FET serves as a gate-voltage-controlled resistor [162]. When the RF

signal is used to apply the drain-source current, the drain-source voltage is the RF current
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multiplied by the channel resistance. Since the channel resistance of FETs is nearly lin-

early proportional to the gate voltage at small signal voltages, this produces a very linear

mixer, with the output voltage proportional to the multiplication of the LO and RF signals.

Filtering is required to separate the RF signal from the IF signal, since both are at the tran-

sistor drain. Also, to prevent the LO from leaking to the RF via gate-drain capacitance,

either the RF or the IF matching circuit must provide a short at LO frequencies. The

gate-drain capacitance is larger when the drain is not biased [162]. If the LO is applied as

a square wave, the RF is multiplied by a square wave with values , which, after filter-

ing, multiplies the RF signal by the LO fundamental frequency to generate the IF output

[162]; but if the LO signal is smaller, there will be less harmonic content. Because of their

linearity, FET resistive mixers have much lower levels of intermodulation than diode or

active FET mixers [162]. The conversion loss and required LO power of resistive FET

mixers are generally comparable to that of diode mixers [162].

The lowest distortion levels in resistive FET mixers are achieved with GaAs MESFET

and silicon MOSFET devices; other heterojunction FETS have greater channel nonlinear-

ities and therefore higher levels of distortion [164]. Silicon devices have the most linear

channel resistance, so the silicon MOSFET devices are ideal for mixers operating at suffi-

ciently low RF and LO frequencies for the transistors to switch completely. Because

silicon has a lower mobility than GaAs, the devices must be larger to achieve the desirable

channel conductance. Parasitic capacitances and resistances are also greater in MOSFETs

than in many other types of FETs [164].

1±

Figure 4.4. Single-transistor passive FET resistive mixer. After [163].

LO LO Filter

RFRF Filter

IF Filter IF
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At frequencies near and above 2 GHz, balanced FET resistive mixers are used to avoid

high levels of LO-to-RF coupling [162]. Balanced mixers provide inherent port isolation,

rejection of amplitude-modulated LO noise, and rejection of certain spurious responses

and intermodulation products [162]. In a double-balanced ring mixer, all the nodes in the

ring are at virtual ground points of the LO signal. The IF connection nodes are at virtual

ground points of the RF signal and the RF nodes are at virtual ground points of the IF sig-

nal [162]. The transistor gates are at virtual ground points of both the RF and the IF

signals. Therefore, the RF, IF, and LO are all inherently isolated, so that the filtering

required for isolation the single-FET mixer in Figure 4.4 is not required in the double-bal-

anced mixer. A perfectly balanced mixer would eliminate all second order nonlinearities,

but phase and gain imbalances caused by parasitic capacitances and inductances in real

mixers cause some second-order effects [141]. The mixer’s bandwidth is limited primarily

by the RF, IF, and LO baluns.

Most literature indicates that passive FET mixers do not create flicker noise at base-

band and that the noise generated in the channel of a resistive FET is entirely thermal in

origin so that its noise figure is equal to its conversion loss [162]. Diode mixers suffer

from shot noise, and active FET mixers, such as the Gilbert cell mixer and its variants,

have significant 1/f noise, which increases the noise figure. However, recent literature

indicates that resistive FET mixers introduce some 1/f noise, and that any dc offset pro-

duced at the IF increases the level of 1/f noise [161, 168]. 

Generally, 1/f noise in FETs can be modeled as fluctuations in channel resistance

[161]. Therefore, both ac and dc currents create 1/f noise. All semiconductor resistances

fluctuate in this manner, with the cause of the fluctuation varying with the device technol-

ogy [161]. In active mixer topologies, the 1/f noise generation is dominated by the dc bias

current. In a passive resistive FET mixer, variations in the channel resistance add 1/f noise

to the output even when there are no dc offsets. Also, LO self-mixing creates a dc current,

which causes 1/f noise [161]. 

A balanced structure has high LO to RF isolation, which suppresses both the down-

conversion of LO amplitude noise and self-mixing, which leads to a dc current that causes
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1/f noise generation. However, parasitic elements between the drain elements on the two

transistors used in the balanced mixer cause imperfect cancellation of LO leakage [161].

Also, with a direct-conversion radar, there will be RF-LO leakage through the circulator,

creating additional dc offset.

4.3.3.3 DCS1800 Base Station Mixer

A passive resistive FET mixer was developed for the DCS1800 base station. The dou-

ble-balanced mixer employs a ring configuration, as shown in the circuit diagram in

Figure 4.5. The gates of the FETs are driven by the LO signals in antiphase, so that a diag-

onal pair of resistors is conducting at any point in time. When the transistors are operated

as ideal switches, the output is effectively the RF signal multiplied by a square wave with

amplitude +/-1. This results in a linear multiplication, but adds a significant harmonic con-

tent to the output, as the square wave has harmonic content at all the odd multiples of its

fundamental frequency. When the gate voltage amplitude is lower, the conversion gain is

decreased, but the harmonic content is also decreased [166]. 

The size of the NMOS devices was chosen for a 50-Ω match at the IF port so that no

on-chip matching networks were required [156]. Wide metal feeds for the gate, drain, and

source were used so that the mixer can handle large ac signals and minimize both termi-

nal-to-terminal and substrate-to-terminal parasitic capacitance. A total device gate width

of 240 µm is arranged in 8 groups of 15 fingers to minimize the polysilicon gate access

resistance [156]. Each parasitic capacitance within the 120 finger NMOS device is less

than 25 fF. Parasitic circuit resistance is minimized by using a thick inductor metal for all

circuit connections, indictors, and device access.

NMOS rather than PMOS devices were used for improved conversion loss. The

cross-connected gates of the LO lead to excellent LO to IF isolation, but have poor LO

matching. A 250-Ω shunt and a high pass LC matching network improved the match to

50-Ω. The shunt decreased the Q of the matching network, so that the match would be

more broadband. RF to IF isolation depends on the phase and amplitude balance of the RF

baluns; a high level of isolation requires exact symmetry in the RF, LO, and IF circuit
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paths. The highpass LC matching network has series capacitors at the mixer input, which

block any dc offset from the previous stage. The series resistance of these capacitors is

minimized by arraying small value metal-insulator-metal (MIM) capacitors. The circuit

components are widely spaced in the layout to minimize degradation in port-to-port isola-

tion due to capacitive and inductive cross-coupling, as can be seen in the micrograph of

the mixer, shown in Figure 4.6.

The mixer is broadband and can operate with RF signals up to 2500 MHz and with IF

signals from dc to 300 MHz. It has an IP3 of 19.5 dBm and a conversion loss of 5.8 dB

with a 14-dBm LO power gradually degrading to 6.9 dB with a 4-dBm LO power [156].

This gradual decrease in conversion loss indicates that small variation in LO power should

not have major effects on the IF power. The RF to IF isolation was 29.5 dB and the LO to

IF isolation was 43 dB with 14 dB LO power. Measurements of the linearity of the mixer

are shown in Figure 4.7. The LO power level was 4 dBm as the RF power was varied. Fre-

quency spacing between the two tones was 30 MHz for all measurements. The IIP2 was

24 dBm at 2.2 GHz and was 19 dBm at 2.4 GHz.

Figure 4.5. Circuit diagram of the DCS1800 mixer.
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4.3.3.4 Goals for the Doppler Radar Mixer

As shown in Appendix D, baseband 1/f noise created by the mixer can be a dominant

noise source for Doppler radar monitoring of chest wall motion. Use of a passive mixer

minimizes 1/f noise, which is caused by fluctuations in the channel resistance of CMOS

devices. If the 1/f noise is not minimized, it can be the limiting factor in the Doppler mon-

itoring system.

The effects of nonlinearity deserve a closer analysis, which requires determining the

output as a function of the input. The output is

, (4.2)

where the input is . The second order nonlinearity causes the  output term.

For direct conversion receivers, problematic second order nonlinearities are caused by two

strong signals,  and , within the preselection filter’s bandwidth that

Figure 4.6. Photo of the DCS1800 mixer. The active devices are CMOS transistors.
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differ in frequency by less than the signal bandwidth [147]. The second order nonlinearity

causes both a dc term and a baseband component:

(4.3)

where the dc term is 1 and the baseband term is . Because the two interfer-

ing signals are separated by an amount less than the signal bandwidth, they create a tone in

the baseband output signal.

However, in a Doppler cardio-respiratory monitoring system, the output signal is

extremely narrow band, and the baseband component caused by two strong interfering sig-

nals is not an issue. The dc term adds to dc offsets from other sources, and therefore does

Figure 4.7. Linearity measurements of the mixer vs. frequency: input IP2 (IIP2), input IIP3 
(IIP3), and input 1-dB compression point. This measurement was made with a LO 
power of 4 dBm while RF power was varied. The IF frequency was maintained at 
30 MHz. 
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not have a major effect on the receiver if dc offsets are being removed in analog signal

processing. 

Another source of interference due to second-order intermodulation in a direct-conver-

sion receiver is a single strong interferer with modulation, . When this

signal is squared by a second-order nonlinearity, it can result in a beat signal at baseband:

 [147]. (4.4)

The baseband term is . When a signal has envelope modulation,

, (4.5)

and 

. (4.6)

As above, the dc term is dealt with along with other dc offsets, but if  and  are

in the signal bandwidth, they will interfere with the desired signal. The amount of interfer-

ence in this case depends not only on the power of the interfering signal, but also on its

modulation scheme [147]. Also, amplitude modulation noise on the interfering signal

causes amplitude noise at baseband. Because the interfering signal is squared, there is no

time delay between the two signals and residual phase noise from that signal is not a

factor.

Isolation between the LO and the RF input signals is also important because leakage

between the LO and the RF ports in a direct-conversion receiver can lead to large dc off-

sets. Noise figure is not a critical measurement, since the additive gaussian noise at RF is

not a limiting factor. 

4.3.3.5 Potential Improvements to the Doppler Radar Mixer

Since the base station mixer was designed for a heterodyne receiver with a 170 MHz

IF, 1/f noise was not of critical importance and IP3 rather than IP2 was maximized to meet
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linearity specifications. FET resistive mixers exhibit lower 1/f noise than diode or active

mixers [164], and therefore they are a good choice for the direct-conversion Doppler

transceiver. However, the 1/f noise could be improved over that of the base station mixer

through optimization of this mixer topology.

PMOS devices have lower 1/f noise than NMOS devices by about an order of magni-

tude, especially at low gate voltages [165]. The dominant cause of 1/f noise in MOS

transistors is trapping and detrapping of carriers at the silicon-silicon dioxide interface

[165]. The difference in 1/f noise between NMOS and PMOS transistors can be explained

by the differences in the effective masses of the hole and the electron, and by differences

in the barrier heights for holes and electrons. The effective mass of a hole is 10 to 20 times

greater than that of an electron, and the hole barrier is 4.7 eV while an electron’s barrier is

3.1 eV. Both the electron’s lower mass and lower barrier voltage make it easier for an elec-

tron to be trapped or detrapped than a hole [165]. Therefore, PMOS devices have less

channel resistance fluctuations than NMOS devices. Developing the mixer with PMOS

transistors could further reduce the 1/f noise.

Larger MOS transistors, typically used to improve linearity in resistive FET mixers,

generally result in larger overlap capacitances, which lead to larger RF drain currents and

therefore more 1/f noise [168]. The trade-off between the linearity and 1/f noise should be

assessed in the context of device size when a dedicated direct-conversion mixer is

developed.

The DCS1800 mixer was designed to optimize third-order intermodulation (IP3)

rather than second-order intermodulation (IP2), which is more relevant in the Doppler

radar application. Ideally, when a balanced nonlinear circuit has differential inputs and

outputs, it displays no second-order distortion [141]. However, offsets and mismatches

cause imbalances which lead to proportional second-order nonlinearities [141]. Any dc

offset at the output of a circuit that is directly coupled to the input of the following circuit

degrades the following circuit. Therefore, decoupling capacitors should be used between

all stages where mismatched dc offsets could cause problems. Within the circuit, dc offsets

often come from mismatches between transistors, which can be lowered by decreasing the
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surface area occupied by the circuit [141]. Even with dc offsets, the IP2 is directly propor-

tional to the square of the IP3 [141]; therefore, maximizing the IP3 is beneficial as long as

it does not come at the expense of greatly increased offsets. The DCS1800 mixer had

decoupled inputs, so that dc offsets from previous stages would not affect the linearity of

the system. The maximization of IP3 implies that the IP2 will be proportionally high.

Although the circuit is compact, an optimized layout may further decrease the IP2.

Resistive FET mixers have both higher linearity and lower 1/f noise than the com-

monly used Gilbert cell mixers, and therefore this is the desired topology for the mixer in

a Doppler radar cardio-respiratory monitor. However, the optimization of the circuit ele-

ments for 1/f noise and IP2 could lead to a better mixer for this application. Since this

mixer is very broadband, it operates with RF and LO signals up to 2500 MHz. Therefore,

no tuning was necessary for operation at 2.4 GHz

4.3.4 Active Balun-Amplifier

In the base station, the active balun-amplifier connects the single-ended output of the

VCO to the differential LO input of the mixer. The balun-amplifier provides both the

appropriate LO power and the balanced LO signal to the mixer. Additionally, the nar-

row-band nature of the active balun filters harmonics on the LO signal. An active balun’s

dynamic range is typically limited by nonlinearities. When linearity is increased through

the use of larger transistors, increases in parasitic capacitance limit the signal balance. 

The entire receiver chain needs to have an input IP3 (IIP3) greater than -17 dBm.

Therefore the active balun - mixer - passive balun combination needs to have IIP3

between 15 and 25 dBm [155]. Both imbalances between the differential outputs of the

active balun and coupling between the LO and RF ports decrease the linearity of the

mixer. Since the resistive mixer requires a high LO drive, the LO balun must include gain,

and therefore must be active. A high output 1-dB compression point is required in the

active balun because a high LO drive improves the mixer’s linearity. To maintain LO sig-

nal purity and meet GSM blocking requirements, the LO balun-amplifier needs to have
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low residual phase noise. This type of noise adds to the oscillator phase noise entering the

mixer, and therefore needs to be far below the VCO phase noise to avoid degrading the

LO signal. 

In the radar system, the active balun-amplifier is used as a signal splitter and as a sin-

gle-to-differential converter. When used as a signal splitter, the phase and amplitude

balance is unimportant, but when used as a single-to-differential converter, the balance

between the two outputs is critical because phase and/or amplitude imbalance in the sig-

nals leads to LO to RF coupling in the mixer, which results in an increase in dc offsets and

in 1/f noise.

Emitter-coupled pairs of bipolar transistors and source-coupled pairs of field effect

transistors, also known as differential pairs, are two of the most widely used two-transistor

subcircuits in integrated analog circuits. Differential inputs and outputs are desirable in

many types of analog circuits [157]. With slight modifications, one of these transistor

pairs can be used to convert between single-ended and differential signals. By setting one

of the inputs to analog ground, a single-ended to differential converter can be realized. At

high frequencies, however, it is a challenge to maintain phase and amplitude balance while

facing the effects of parasitic capacitances and inductances.

4.3.4.1 Bipolar Balun-Amplifier

Figure 4.8 a shows the circuit schematic of the BiCMOS balun-amplifier. It is a differ-

ential pair amplifier with a single-ended input and a balanced output. A large impedance is

desired looking into the current source from the emitter-coupled node to avoid output sig-

nal imbalance due to parasitic capacitances. A large bias current improves linearity in the

amplifier, and this requires a large biasing transistor. At high frequency, the biasing tran-

sistor’s parasitic capacitance reduces the current source impedance and adversely affects

the output signal balance. A resistor cannot be used to isolate the biasing transistor

because it causes a large voltage drop at high current. Since this is a narrow-band applica-

tion, a parallel LC band-stop resonator can be inserted between the emitter-coupled node

and the current source. This increases the impedance looking into the current source at the
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resonant frequency without creating dc voltage drop (except the small drop across the rel-

atively small parasitic series resistance in the inductor). Parasitic inductance at the

differential-pair emitters was included in the design simulation since the output signal bal-

ance is so sensitive to this node. The parasitic inductance at each emitter was estimated to

be 0.1 nH based on the length of the interconnect. DC-blocking capacitors of 10 pF were

placed at the input and output. Input and output matching is achieved with low-pass LC

networks at both the input and outputs. In addition to the matching function, the low-pass

effect helps eliminate interference and LO harmonics. The main benefit of using bipolar

transistors rather than CMOS transistors is the lower 1/f noise, which leads to lower resid-

ual phase noise.

A micrograph of the bipolar balun-amplifier is shown in Figure 4.9. The chip size is

1.8 mm x 1.6 mm. The LO balun-amplifier operates at frequencies up to 2 GHz, and the

gain is about 6 dB at both outputs [149]. This chip can be biased with a voltage from 1.5 V

to 5 V with phase and amplitude balance error within 5o and 2 dB [149]. With a 5 V sup-

ply, the bias current is 65 mA and the circuit has phase and amplitude balance error less

than 2o and 1.2 dB, respectively. The noise figure varies between 5.6 dB and 5.9 dB across

the voltage range [149]. The 1-dB compression point is at 5 dBm and the input IP3 is 16.6

dBm with a 5 V supply, and is greater than 13 dBm at supply voltages between 1.5 V and

5 V. 

At 1.6 GHz, the residual phase noise is better than -155 dBc/Hz at a 100-kHz offset

and above, ensuring that the VCO phase noise will not be degraded [149]. For the Doppler

radar, a closer phase noise measurement is required; at a 10-Hz offset, the residual phase

noise is –125 dBc/Hz. The residual phase noise levels are well below that of the voltage

controlled oscillator, so it will not contribute to LO phase noise. At the output P1dB power

level, the amplifier provides 25 and 43 dB suppression of the second and third harmonics,

respectively. The output balance is not sensitive to the transistor sizes in the emitter-cou-

pled pair, but is sensitive to mismatches in the output passive components.
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Figure 4.8. Balun-amplifier circuit diagrams in a) BiCMOS and b) CMOS. 
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4.3.4.2 CMOS Balun-Amplifier

A circuit schematic of the CMOS balun-amplifier is shown in Figure 4.8b. The CMOS

balun-amplifier is similar to the bipolar balun-amplifier, but the collector-source bias is

removed from the source-coupled node and a current mirror is used to set the gate voltage.

Additionally, large resistors were added at the gates of the source-coupled transistors and

the current mirror transistor to improve RF isolation. This is acceptable in CMOS, where

there is no current at the gate, but not in bipolar, when the base current is non-zero and a

large voltage drop would result. Since the current source is removed from the source-cou-

pled node, there is enough power supply overhead for a cascode, which provides good

isolation and makes impedance matching easier. An LC resonator at the coupled-source

node and an output impedance matching network enhance the common mode rejection

ratio, improving the 180o phase balance between the two outputs. An additional resonator

was used to isolate the current source from the RF signal at the output when biasing the

drains of the cascode transistors. The input and output are ac coupled, and the amplifier

provides 15 dB of gain. The balun-amplifier consumes 15 mW with a 3V supply.

Figure 4.9. Micrograph of BiCMOS balun-amplifier.

1.0 mm
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The CMOS balun-amplifier was re-tuned to 2.4 GHz by re-tuning the two resonators.

The resonator inductors are 4 nH and the capacitors are 1 pF. Output matching was

retuned, with 0.25-pF capacitors positioned between the output nodes. The input matching

includes an 8-nH inductor.

4.3.5 Low-Noise Amplifier

In the base station receiver, as in most radio receivers, the LNA amplifies the received

signal while adding a minimal amount of noise to minimize the noise figure of the entire

receiver. However, in the base station receiver, the linearity of the LNA is also important.

A low noise figure is required for receiver sensitivity, but a high linearity is necessary to

prevent interference. Bipolar amplifiers require low bias current for low-noise perfor-

mance and high current for high linearity; therefore in the BiCMOS base station receiver,

gain, noise figure, and linearity are optimized by performing the amplification in two

stages. The first low-noise amplifier tries to minimize the noise figure while maximizing

gain; the second one sacrifices gain and noise figure slightly to minimize the nonlineari-

ties. However, in CMOS, low noise and high linearity can be achieved simultaneously,

allowing one LNA design to be used for both amplification stages.

The LNA was not used in the single-channel transceivers, but was used in one version

of the quadrature transceiver. The quadrature transceiver with LNAs used the LNAs pri-

marily for isolation of the phase-shift network and for amplification of the LO. Therefore,

noise figure and linearity were not critically important steps for the Doppler transceiver’s

LNAs. 

4.3.5.1 Bipolar LNA

The bipolar LNA circuit diagram is shown in Figure 4.10a. The single-stage, com-

mon-emitter configuration was chosen for the best linearity and noise figure. Two

common-emitter stages have a lower noise figure and a higher IP3 than a cascoded stage,

which is commonly used when gain and blocking are more important than noise figure

and IP3 [146]. A degeneration inductance at the emitter improves the input and output
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return loss, while increasing IP3. The package parasitic inductance was included in the

degeneration inductance during design [150]. The device size was selected for input match

at the design frequency and for gain. The emitter size is 49.9 µm2 for the 1800 MHz LNA.

This allowed the elimination of on-chip input impedance matching, which improved the

noise figure by avoiding loss at the input to the amplifier [150]. 

The bipolar LNA that was optimized for noise figure has a gain of 11.3 dB, a noise fig-

ure of 1.85 dB, a 1-dB compression point of -9 dBm, and an input IP3 of 3.7 dBm. The

LNA that was optimized for linearity has a gain of 12.3 dB, a noise figure of 2.08 dB, a

1-dB compression point of -3 dBm, and an input IP3 of 10.7 dBm.

4.3.5.2 CMOS LNA

A single-stage, common source configuration was chosen for linearity and good noise

figure in the CMOS version of the LNA. The CMOS LNA circuit diagram is shown in

Figure 4.10b. The device size was chosen for optimum linearity and noise figure at the

design frequency, while maintaining the requisite gain. This resulted in a gate size of 170

µm2 [149]. A series on-chip inductor is used for input matching. Degeneration inductance

at the source terminal improves linearity and reduces input and output return losses. A cur-

rent mirror with a smaller transistor size is used to set the gate bias voltage. With a 3-V

bias, a 28-mA bias current provides the best linearity and noise figure, but the amplifier

can be biased at a lower current with minimal current degradation. With half the drain cur-

rent, the input IP3 is lowered by about 1 dB, and the noise figure is increased by 0.2 dB

[149].

A noise figure of 2.1 dB was achieved with 21 dB of gain. At 1.8 GHz, the third order

intercept point is 1 dBm at the input and 22 dBm at the output, and 1-dB compression

occurs at +4.2 dBm [149]. The CMOS LNA was re-tuned to 2.4 GHz by adjusting the gate

size for linearity and noise figure and by adjusting the series inductor for input matching.
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Figure 4.10. LNA circuit diagram in a) bipolar and b) CMOS.
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4.3.6 Passive Balun 

A double-balanced mixer requires a differential input. The RF input from the antenna

is single-ended, as is the LNA output, and the signal needs to be converted to a balanced

signal before the mixer. A passive balun is used to convert a single-ended signal to a dif-

ferential signal when gain is not required. The phase and gain balance of the component

performing this function is important, as the level of the double-balanced mixer’s rejection

of second-order nonlinearities depends directly on the balance of its inputs. At low fre-

quencies this is typically performed with a center-tapped transformer, and at higher

frequencies with transmission line techniques. A passive balun also can be designed with

lumped elements, as it was in this work. 

The passive balun combines a pi-network impedance transformation and a T-network

impedance transformation in parallel. It transforms the two parallel 50-Ω impedances to

two parallel 100-Ω impedances, to provide an overall 50-Ω impedance at the input that

avoids reflections at the design frequency. Matching the input impedances maximizes

transmission while minimizing reflection, thereby minimizing the mismatch loss. The pi

and T networks have wider bandwidth than an equivalent L network [148] by transform-

ing to an intermediate impedances between stages. The pi and T networks also provide the

benefit of a -90o and a +90o phase shift at the design frequency, providing the differential

signal required by the mixer. 

The LC balun design is shown in Figure 4.11. The 0.1-nH ground inductance and the

0.2-nH trace inductance that were included in the simulation are included in the figure.

For the final design, the inductors were 5 nH and the capacitors were 0.8 pF. The band-

width is indicated in the simulation results shown in Figure 4.12, where the balun outputs

were simulated over a range of input frequency. Figure 4.12a shows the simulated ampli-

tude of the two outputs over frequency. There is a 1-dB amplitude difference over a 400

MHz bandwidth, with the amplitudes identical at 2.3 GHz. Figure 4.12b shows the differ-

ence between the phases of the two outputs and the phase of the input. There is a 1o phase

imbalance over a 400-MHz bandwidth, and the phases are +90o and -90o at 2.3 GHz.
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The sensitivity of the passive balun’s phase and amplitude balance to component val-

ues was simulated by varying the capacitance while keeping the inductance at 5 nH, while

a 2.45 GHz signal was applied at the input. The results of the simulation are shown in

Figure 4.13. Figure 4.13a shows the gain of the two outputs from the input. The amplitude

balance is within 1 dB over a 25% change in capacitance. Figure 4.13b shows the relative

phase shift between the input and the output; the phase balance is within 1 degree for a

15% change in capacitance.

Figure 4.11. Passive balun. The trace inductance and ground inductance were included in the 
simulation. For the 2.4-GHz balun, the inductors (L) were 5 nH and the capacitors 
(C) were 0.8 pF. 
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4.3.7 Duplex Switch

The duplex switch is used to switch between the on-chip LNA and external LNA.

Since the switch is not used in Doppler radar architectures, it is not discussed in this work.
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Figure 4.12. Passive balun a) gain and b) phase bandwidth simulations with inductances of 5 nH 
and capacitances of 0.8 pF. A sine wave is swept at the input of the balun and the 
output amplitude and phase are simulated relative to the input. 50−Ω loads are 
assumed at the output. 
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4.3.8 90o Phase-Shifting Network

Creating quadrature local oscillator signals requires either a phase shifter or an oscilla-

tor designed with quadrature outputs. When leveraging technology from base station

receiver sub-circuits that provide a single-phase oscillator, a phase-shifter must be used.

The phase and amplitude need to be well-balanced, especially if direct phase demodula-

Figure 4.13. Passive balun sensitivity to component value accuracy simulation: a) gain vs. 
capacitor value and b) phase change between input and output vs. capacitor 
value at a frequency of 2.45 GHz. The value of C in Figure 4.11 is swept and the 
ratio of the output amplitude to the input amplitude and the phase difference 
between the input and the outputs are calculated. 50−Ω loads are assumed at 
the output. 

a

b

0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
-4

-3.8

-3.6

-3.4

-3.2

-3

-2.8

-2.6

Capacitance (pF)

G
ai

n 
(d

B
)

Out 1
Out 2

0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
-100

-50

0

50

100

150

Capacitance (pF)

P
ha

se
 (d

eg
re

es
)

Out 1
Out 2



4.3.   Subcircuits 131
tion is desired, as phase and amplitude imbalances can cause significant errors when the

quadrature outputs are combined. 

A phase shift network can convert a single-phase LO signal to a quadrature one. The

phase-shift network shown in Figure 4.14 comprises a series resistor and capacitor in par-

allel with a series capacitor and resistor, and is therefore referred to as an RCCR [169].

The end of the two parallel branches is grounded, so that when outputs are tapped between

the series elements in each branch, the phase is shifted by -45o in the resistor-capacitor

branch and by +45o in the capacitor-resistor branch. When the time constant is equal to the

period of the LO signal, the amplitudes of the in-phase and quadrature outputs are equal. 

Since the unlicensed ISM band is 2.4 to 2.483 GHz, the narrow-band components

were designed to operate in the middle of the band at 2.44 GHz. Therefore, 65-Ω resistors

and 1-pF capacitors were used in the RCCR.

With this type of phase-shifting network, inaccurate values of the resistors and capaci-

tors can cause errors in the quadrature phase and amplitude balance. Additionally, if the

operating frequency is not that which the RCCR was designed for, there will be quadrature

errors. Figure 4.15a shows how the amplitude balance varies with frequency. At 2.45

GHz, the 65-Ω and 1-pF RCCR is balanced ideally. At 2.2 GHz, the amplitude of the

in-phase output is 1 dB greater than that of the quadrature output. As shown in

Figure 4.14. Resistor-capacitor-capacitor-resistor network for creating 90o phase shift.
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Figure 4.15b, the phase difference between the outputs remains constant at 90o over this

frequency range although the phases at the two outputs are +45 and -45 only at the design

frequency of 2.45 GHz. A 1-dB decrease in LO power will increase the conversion loss

(and therefore decrease the IF power) by less than 0.2 dB.

Figure 4.15. The a) gain and b) phase of the in-phase (I) and quadrature (Q) outputs of the 
RCCR with resistances of 65 Ω and capacitances of 1 pF. A sine wave is swept at 
the input of the network and the output amplitude and phase are simulated relative 
to the input. 50-Ω loads are assumed at the outputs. 
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After integrated circuit fabrication, the passive component values do not always match

those they were designed for. To assess the effects of such errors, the value of the resistors

was swept while keeping the capacitors at 1 pF with a 2.45-GHz input signal. The outputs

are shown in Figure 4.16. A 10% variation in the resistor value results in a 1-dB amplitude

mismatch between the I and Q outputs. The phase balance remains at 90o as long as both

resistors and both capacitors are the same value. The amplitude balance, however, varies

with the frequency of operation and the absolute values of the components. 

Abidi, in [142], suggests alternative phase-shift network topologies that improve the

quality of quadrature when component values cannot be accurately designed. In future

iterations of this design, these techniques will be considered. 
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Figure 4.16. Simulation of RCCR sensitivity to component value: a) gain and b) phase shift 
between input and output vs. resistor value at 2.45 GHz. The value of C in 
Figure 4.14 is swept and the ratio of the output amplitude to the input amplitude 
and the phase difference between the input and the outputs are calculated. 50−Ω 
loads are assumed at the output. 
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4.4 Single-Channel Doppler Transceiver Design

A block diagram of the single-channel Doppler radar transceiver is shown in

Figure 4.17. It uses one balun-amplifier to split the VCO signal into the transmitted signal

(RF output) and the LO, making it a transceiver rather than a receiver. Two additional

balun-amplifiers split the single-ended LO and RF input signals into the differential sig-

nals required by the double-balanced mixer. Since noise figure is not a limiting factor, the

Doppler radar can use a balun amplifier rather than a LNA - passive balun combination at

the RF input port. Because the RF input signal and the LO are generated by the same

source, this is a homodyne architecture. The resistive ring mixer is particularly well suited

to direct conversion architectures because it is passive and therefore minimizes

baseband1/f noise. 

4.4.1 Hybrid Transceiver

Initially, the individual building blocks of the base station receiver were designed, fab-

ricated, packaged, and tested individually. They were packaged in Amkor SSOP-16

exposed pad packages with 3 mm by 5 mm footprints [145]. As shown in Figure 4.18, the

individually packaged bipolar balun-amplifiers and the CMOS mixer were placed on a

printed-circuit board with a commercially available VCO to make a Doppler radar trans-

Figure 4.17. Block diagram of a single-channel direct conversion Doppler radar transceiver.
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ceiver using the architecture of Figure 4.17 [151]. The MiniCircuits JTOS-1650 VCO has

–70-dBc/Hz SSB phase noise at 1-kHz offset. This hybrid radar operates in the DCS1800

band. The circuit was built on a Rogers RO-4003 (Rogers Corporation, Rogers, CT) sub-

strate with a dielectric constant of 3.38 and a thickness of 0.5 mm. SMA connectors are

used for the inputs, outputs, and dc bias. The RF signals are routed via 50-Ω lines, which

are 1.1 mm wide on this material. The RF traces between the components are short enough

compared to the wavelength that they need not be 50-Ω. The board dimensions are 50 mm

by 50 mm.

4.4.2 Single-Channel Fully-Integrated Transceivers

4.4.2.1 Introduction

The architecture of Figure 4.17 was also used in two fully integrated chips which were

fabricated using the Agere Systems 0.25-µm CMOS and BiCMOS processes and pack-

Figure 4.18. Photograph of hybrid Doppler radar transceiver, using individually packaged 
CMOS mixer and bipolar balun-amplifiers with a commercially available discrete 
VCO. The MiniCircuits JTOS-1650 VCO has -70-dBc/Hz SSB phase noise at a 
1-kHz offset. 

10 mm
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aged in the same exposed pad package as used for the base station receiver chips [144],

described in Section 4.2. The Doppler radar transceivers are fully integrated, including all

passive components, and inductor Q is below 10. Both transceivers operate at 1.6 GHz,

the DCS1800 LO frequency, for which the VCO and the balun-amplifier were designed.

The mixer is broadband, and can accommodate 1.6-GHz signals at its RF port as well as at

its LO port and output baseband signals at its IF port. The CMOS and BiCMOS designs

are presented below.

The Rogers RO-4003 material (Rogers Corporation, Rogers, CT) was used for these

circuit boards; it has a well-controlled dielectric constant of 3.38. A 0.51-mm board thick-

ness was selected as a compromise between stiffness and trace width. 

4.4.2.2 BiCMOS Transceiver

The BiCMOS chip was integrated using the bipolar VCO, bipolar balun-amplifiers,

and the CMOS mixer. This chip operates at 1600 MHz, the same frequency as the LO for

DCS1800 base station receivers for which the VCO was originally designed. A micro-

graph of the chip is shown in Figure 4.19, and a photograph of the packaged chip on the

printed-circuit board is in Figure 4.20. The fabricated BiCMOS chip is 3.75 mm by 3.75

mm. 

4.4.2.3 CMOS Transceiver

The CMOS transceiver used the same CMOS mixer as the BiCMOS transceiver, along

with the CMOS versions of the balun-amplifier and VCO. The CMOS transceiver oper-

ates at 1600 MHz, as does the BiCMOS chip. A micrograph of the CMOS Doppler

transceiver chip is shown in Figure 4.21. The die is 3.75 mm by 3.75 mm. Fabrication and

design rules were identical to those for the BiCMOS version of the chip. The CMOS cir-

cuit includes an external LO option so that a signal source other than the on-chip

voltage-controlled oscillator can be used for measurements. A photo of the packaged

CMOS chip on the board is shown in Figure 4.22.
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Figure 4.19. Micrograph of BiCMOS Doppler radar transceiver.
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Figure 4.20. Photo of BiCMOS chip on board. 
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Figure 4.21. Micrograph of CMOS Doppler radar transceiver. 
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4.5 Quadrature Doppler Transceiver Design

4.5.1 Quadrature Architectures

Two different architectures with quadrature receivers were developed. The first uses

low-noise amplifiers to isolate the phase-shifting network, and passive baluns to convert

each single-ended LO to a differential LO as required by the circuit. The second architec-

ture uses active baluns to provide both isolation and the single-ended to differential

conversion, thereby saving both die area and power consumption. Both of these transceiv-

ers operate in the 2.4-GHz unlicensed band, which required re-tuning of narrowband

DCS1800 sub-circuits designed for 1.6 GHz and 1.8 GHz including the voltage-controlled

oscillator (VCO), the passive balun, the balun-amplifier, and the low-noise amplifier

(LNA) from the original digital cellular system (DCS) subcircuits. Both architectures were

fabricated in 0.25 µm CMOS. 

The quadrature architecture with LNAs was developed initially, and the quadrature

architecture without LNAs provided some refinements from the original design. Since the

RF additive noise is not a limiting factor in this system, noise factor is not a critical param-

eter. This eliminates the need for an LNA at the RF input. The performance-limiting

factors in the system are the oscillator phase noise and 1/f noise at the mixer output. The

1/f noise at the mixer output is increased by nonlinearity in the receiver chain that causes

dc offsets. Minimizing second-order nonlinearities requires maximizing gain and phase

balance at the mixer’s inputs and this was better provided by an active balun than a pas-

sive balun. Additionally, simulations indicate that the LNA isolating the VCO from the

RCCR was not necessary, so that was eliminated in the architecture without LNAs. These

modifications provided a transceiver chip that used marginally less die area and consumed

significantly less power than the architecture with LNAs.
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4.5.2 CMOS Quadrature 2.4 GHz Transceiver with LNAs

The architecture of the quadrature transceiver with LNAs is shown in Figure 4.23. The

voltage-controlled oscillator (VCO) provides both the RF output signal and the local oscil-

lator (LO). An external source port provides the option of bypassing the on-chip VCO for

testing purposes, or for using a phase-locked loop to control the oscillator frequency. The

oscillator signal is split into the RF output signal that drives the antenna and the LO signal

that is used for demodulation. The VCO is isolated from the phase-shift network with an

LNA, which also amplifies the LO. The LO is then split into two quadrature LO signals

for I and Q receiver chains. The quadrature LO signals are created with a passive resis-

tor-capacitor-capacitor-resistor network (RCCR) which provides a +45o phase shift to one

LO output and a -45o phase shift to the other LO output. Additional LNAs amplify each of

these signals to provide isolation between the in-phase (I) and quadrature (Q) receiver

chains, and then a passive inductor-capacitor (LC) balun transforms the single-ended LO

into the differential LO required by the double balanced mixer. The RF input signal is pas-

sively divided in two for the in-phase (I) and quadrature (Q) channels by applying the

Figure 4.23. 2.4-GHz quadrature Doppler radar transceiver architecture with LNAs.
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signal to two parallel inputs with equal input impedances. Active buffer amplifiers convert

single-ended RF signals to differential signals that feed the mixer. 

The chip was fabricated using an Agere 0.25-µm CMOS process with five metal lev-

els. An inductor Q between 5 and 10 was obtained using the 3-µm thick top metal level.

The chip is 4.0 mm x 4.2 mm, and is packaged in an Amkor TQFP-48 exposed-pad pack-

age [144]. The radio dissipates 190 mW, and provides 3 dBm RF output power at 2.3 GHz.

With an external source, the chip can be used in the frequency range of 2.2 to 2.5 GHz.

The circuit was laid out so that the two receiver chains were symmetrical, with no

trace on one chain significantly longer than one on the opposite chain to avoid any phase

shifts. This symmetry can be seen in the chip micrograph of the Doppler radar transceiver,

shown in Figure 4.24. Each subcircuit has separate biases.

The printed circuit board was made on Rogers 4003 (Rogers Corporation, Rogers, CT)

dielectric material with a dielectric constant of 3.38. Its size was 75 mm by 85 mm, and a

photo of the chip on the printed circuit board is shown in Figure 4.25.

Figure 4.24. Micrograph of the quadrature transceiver with LNAs. 
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4.5.3 CMOS Quadrature 2.4 GHz Transceiver without LNAs

A block diagram of the quadrature CMOS microwave radio without LNAs is shown in

Figure 4.26. This transceiver is similar to the previous architecture, but the LNA before

the RCCR was eliminated and the LNA-balun combination between the RCCR and the

mixer was replaced with an active balun. These changes provided some advantages: the

active balun draws lower power than the LNA, so the power consumption is reduced. Sec-

ondly, the active balun provides phase and amplitude balance over a wider bandwidth than

the passive balun, which decreases second-order intermodulation if the passive element

values are not accurate or the oscillator frequency is not accurate. 

The signal source is a voltage-controlled oscillator (VCO), which delivers a signal to

the RF output port and provides the local oscillator (LO). The next block in the LO path is

a passive resistor-capacitor network (RCCR), which is used to split the LO signal into the

I and Q channels. In each receiver chain, the LO is amplified and converted from a sin-

gle-ended signal to a differential signal with an active balun-amplifier. The RF input

Figure 4.25. Photograph of the packaged quadrature chip with LNAs on a board. 
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signal is divided into the two receiver chains, and each chain also has an active

balun-amplifier for single to differential conversion. The double-balanced ring mixer is

fully passive; use of a balanced mixer minimizes even-order distortion, which is especially

important in a direct-conversion architecture, as even-order distortion creates interference

at the baseband signal. A passive mixer is used to minimize 1/f noise, which can be limit-

ing in homodyne systems where the signal frequencies are near zero. 

The chip was fabricated with the same Agere Systems 0.25 µm CMOS process as the

other CMOS chips. A micrograph of the receiver chip is shown in Figure 4.27. The chip

has a size of 4.3 mm by 3.8 mm, and is packaged in an Amkor exposed pad TQFP-48

package, which has a 7 mm by 7 mm body size. The printed circuit board was made on a

Rogers 4003 substrate (Rogers Corporation, Rogers, CT), 20 mil thick with a dielectric

constant of 3.38. This board was 56 mm by 90 mm. A photograph of the chip on the board

is shown in Figure 4.28. When biased at 3V, this chip consumes 100 mW.

Figure 4.26. 2.4 GHz quadrature Doppler radar transceiver architecture without LNAs.
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Figure 4.27. Micrograph of the quadrature chip without LNAs. 
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4.6 Circuit Characterization

4.6.1 Power Consumption

The quadrature chip with the LNAs consumes a total of 190 mW when with a 3V bias:

40 mW from the VCO, 15 mW from each of the two buffers and 40 mW from each of the

three LNAs. This quadrature chip without LNAs consumes a total of 100 mW with a 3V

bias: 40 mW from the VCO and 15 mW from each of the 4 buffers. 

4.6.2 Phase Noise

The delay line/mixer frequency discriminator method is used with the Agilent E5500

phase noise measurement system to measure phase noise. A block diagram of this method

is shown in Figure 4.29. This method does not require a reference source phase to be

locked to the source under test, which makes it useful for measuring free-running oscilla-

tors that may drift quickly. A wideband delay line is created with a coaxial cable. This

system converts frequency fluctuations to phase fluctuations, and then converts the phase

fluctuations to voltage fluctuations [143]. 

A delay line causes a fixed time delay between the nominal signal and the delayed sig-

nal. Variations in the frequency of the signal change the amount of phase delay between

the nominal and delayed version of the signal. The mixer then acts as a phase detector,

transforming the instantaneous phase fluctuations to voltage fluctuations. When the two

Figure 4.29. Delay line frequency discriminator method for phase noise measurements.
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input signals are near 90o out of phase, the voltage fluctuations approximate the phase

fluctuations. The voltage fluctuations are then measured with the baseband analyzer and

converted to phase noise units. 

The phase noise spectral density of the CMOS and BiCMOS single-channel chips are

shown for offset frequencies from 1 Hz to 10 kHz in Figure 4.30. The CMOS chip has

about 12-dB higher phase noise than the BiCMOS chip. The single-sideband phase noise

of the CMOS chip with an external source (HP E4433B) measured with a spectrum ana-

lyzer (HP 8563E) is -80 dBc/Hz at 10 Hz, verifying that residual phase noise of the CMOS

balun-amplifier does not degrade the RF output.

As discussed in Section 4.3.2, residual phase noise is directly proportional to RF phase

noise at any given offset frequency. However, since the RF phase noise, which has a

 slope close-in, is multiplied by a factor of  to calculate the baseband residual

phase noise, the residual phase noise has a  slope. The measured RF phase noise and

Figure 4.30. Measured RF phase noise and calculated baseband residual phase noise for 
CMOS and BiCMOS single-channel chips. The residual phase noise is calculated 
at a 50 cm range and 1-Hz offset frequency.
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the calculated baseband residual phase noise at a 50 cm target range is also shown in

Figure 4.30. The values at an offset frequency of 1 Hz, where the heart signal power spec-

trum lies, are given in Table 4.1.
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4.6.3 1/f Noise Generation

As discussed in Section 4.3.3, the level of 1/f noise at the output of the mixer is impor-

tant for a direct-conversion system. Because the resistive FET mixer is passive, there is no

1/f noise generated when signals are not being mixed. However, if the signals are mixed to

baseband, it is impossible to differentiate residual phase noise from 1/f noise generated by

the mixer. Therefore, two low-noise signal generator sources are used, and their frequen-

cies are selected to mix to an IF frequency that is sufficiently above baseband so that

residual phase noise can be differentiated from 1/f noise. The literature indicates that the

1/f noise is proportional to the leakage from the LO to the RF inputs and vice versa, as

well as due to any dc offset created by self-mixing due to leakage [161]. This technique

isolates the LO and RF noise due to leakage. The LO drive power is varied during this

measurement to determine if the 1/f noise is decreased with increasing LO drive, so that

the CMOS transistors are switching on and off rather than acting as linear variable

resistors. 

This measurement was performed with a RF and LO frequency of approximately 2200

MHz, giving and IF frequency of about 240 Hz. INA105 instrumentation amplifiers were

Table 4.1: Measured RF Phase Noise and Calculated Baseband Residual Phase Noise at 50 
cm and 1 m for the Different Oscillators Used for Doppler Radar Cardio-Respiratory 
Monitoring.

Oscillator Distance
(cm)

Measured 
RF Phase Noise at 

1Hz Offset
(dBc/Hz)

Calculated
Baseband Residual 

Phase Noise at 
1 Hz Offset 

(dB/Hz)

Hybrid 50 +20 ± 1.9
N=2,

-134
100 -128

BiCMOS 50 +52 ± 1.4
N=2

-102
100 -96

CMOS 50 +64 ± 1.6
N=3

-90
100 -84

HP E433B
Signal Generator

50 -77 ± 0.4
N=2

-231
100 -225
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used to convert the differential IF signals to single-ended. The baseband noise power spec-

tral density was measured with the vector signal analyzer with a resolution bandwidth of

300 mHz over a 100mHz to 1 kHz bandwidth. Ten measurements were RMS averaged to

give the traces shown in Figure 4.31. The baseband noise measurement is shown with

fixed RF input power of -10dB with LO power varying from +10 dBm to -10 dBm in

Figure 4.31a, and with fixed 0-dBm LO power and RF input power varying from 0 dBm to

-40 dBm in Figure 4.31b. The power spectral density at 1 Hz was measured to be between

-84 and -102 dBm for all measured combinations of RF and LO power.

4.6.4 Isolation

Measurements of isolation between the RF and LO ports of the mixer require use of a

mixer test-circuit rather than the chip because the active baluns provide additional isola-

tion. Transformers can be used to convert the outputs of the network analyzer to the

differential inputs of the mixer. Measurements were made in all combinations between the

RF, LO, and IF ports of the mixer with the HP8417C Network Analyzer. Typical values

for the isolation were 44 dB for the RF - LO isolation, 26 dB for the LO - IF isolation, and

the 38 dB for the RF - IF isolation.
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Figure 4.31. Measurement of baseband noise due to RF-LO leakage a) varying LO power with 
RF power fixed at -10 dBm and b) varying RF power with LO power fixed at 0 
dBm. Error between repeated measurements was below 2dB.
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4.6.5 Phase and Gain Balance Between Quadrature Branches

Phase and amplitude imbalance between the two receiver chains were induced by the

RCCR circuit and mismatches between RF components, baseband components, and the

ADC in each receiver chain. In Section 4.6.5.1, the mismatch introduced by the RCCR has

been assessed through measurements of isolated RCCR testers. In Section 4.6.5.2, the

phase and gain imbalance for the whole receiver is assessed.

4.6.5.1 RCCR Testers

Measurements of the phase and gain balance of the RCCR test circuit were made with

an HP8417C Network Analyzer. It was calibrated for transmission measurements from

2000-2500 MHz immediately before testing. The RF output of the network analyzer was

attached to the input of the RCCR tester. The RF input of the network analyzer was either

attached to either the CR output or the RC output of the RCCR tester. The tester output

that was not attached to the network analyzer input was terminated with 50-Ω. 

Measurements performed on the RCCR tester on the chip without LNAs are shown in

Figure 4.32. The gain to each output is shown and the phase difference between the two

outputs is shown for one tester that had typical values. The desired measurements are for

equal amplitude on the two outputs and a 90o phase difference. At 2.2 GHz, the measured

phase error is 3° and the amplitude imbalance is 3.3 dB on this tester. Over the three

testers measured, at 2.2 GHz the phase error was 5 ± 25o and the amplitude error was 1.96

± 0.26.

In simulation, the phase difference between the outputs was constant, not increasing

with frequency as seen in the measured data. The gain was expected to be matched at 2300

MHz, but is matched at a frequency below 2000 MHz. The 3-dB gain imbalance in the LO

will produce a difference the mixer conversion loss of the I and Q channels of less than 1

dB. This lack of correspondence between the measurements and simulation is likely due to

the resistor and capacitor values on the chip differing from those in the design and

simulation.
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Figure 4.32. a) Relative amplitude of I and Q outputs and b) phase difference between I and Q 
outputs of RCCR tester on quadrature chip without LNAs.
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4.6.5.2 Transceiver Phase and Amplitude Balance Measurements

The overall phase difference between the I and Q channels was measured by using two

signal generators as the external LO and the RF input, and looking at IF frequencies below

50 Hz. The voltage amplitude relationship between I and Q was measured by comparing

the magnitude of the signals, and the cross correlation of the two signals was used to deter-

mine their phase relationship. This data was collected with an oscilloscope directly from

the chip, and the phase error on a typical chip was found to be 27º while the voltage ampli-

tude ratio was 2.1. When the same parameters were measured on the same chip after the

signals were digitized, the phase error was 7°, and the voltage amplitude imbalance ratio

was determined to be 2.8. 

The test setup is illustrated in Figure 4.33. Two signal generators, the Marconi 2051

and the Marconi 2031, were used as the RF input and the external LO for the 2.4 GHz

quadrature chip. The RF input was set at a -10-dBm power and with a 2200-MHz signal

and the external LO was set at 0-dBm with a 2200-MHz signal. All four outputs were con-

nected to a National Instruments BNC110 breakout box with 12” BNC cables. The

breakout box was connected to a National Instruments DAQCard 6036E PCMCIA card

analog-to-digital converter, which was inserted in a PC running MATLAB data acquisition

software. The MATLAB software filtered the data, determined its frequency and ampli-

tude, and found the phase difference between I+ and I-, Q+ and Q-, I+ and Q+, and I- and

Q-. It removed any dc offset, converted the differential signals to single-ended signals, and

compared the phase between the two. The VCO was not biased, but all four buffers were

biased at 3V.

The software acquired the data, then applied an FIR low-pass filter which passed 50

Hz but cut off above 200 Hz. Any dc offset was removed, and the frequency was deter-

mined via the FFT. The amplitudes were found by subtracting the maximum from the

minimum. Then the phase relationships were determined. The differential signals were

combined to have just I and Q signals, and the phase difference between the I and Q sig-
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nals was determined. The phase difference was found by the peak of the cross correlation

between the two signals.

The phase difference was 88.3o ± 1.2o, and the amplitude difference was 2.78 ± 0.05

times. These measurements were made over 100 1-second intervals with a time span of

169 seconds (the time span was longer than 100 seconds because the processing took

longer than the acquisition), and the measurement was repeated on this chip and baseband

board combination three times, with IF frequencies of 2.3 Hz, 1.1 Hz, and 1,6 Hz. The

measurement was repeated including the baseband signal conditioning board described in

Appendix E. For the chip-board combination that was used for human subjects testing, the

phase difference was 117o ± 1.9o and the amplitude difference was 2.66 ± 0.2 times. These

measurements were made over 100 1-second intervals with a time span of 169 seconds. 

These measurements also were made on the nine possible permutations of three chips

and three boards. The phase difference from all these systems was 117.2o ± 1.2o and the

amplitude difference was 2.65 ± 0.04 times.

Figure 4.33. Test setup for overall phase and amplitude balance measurements.
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4.7 Conclusions

In this work, three single-channel Doppler radar transceivers and two quadrature Dop-

pler radar transceivers have been developed for use in monitoring of heartbeat and

respiration. The single-channel transceivers are a hybrid transceiver on a board with a

commercially available VCO and individually packaged components, a fully integrated

CMOS transceiver, and a fully-integrated BiCMOS transceiver. The quadrature transceiv-

ers were both developed in CMOS; one used LNAs to isolate and amplify the LO signals,

and the other used active balun amplifiers for this purpose. 

The performance of the CMOS and BiCMOS versions of the single-channel transceiv-

ers was similar, other than the phase noise, which was about 12 dB lower in the BiCMOS

version. Since residual phase noise is one of the limiting factors and residual phase noise

is directly proportional to oscillator phase noise, the BiCMOS chip will have a higher sig-

nal-to-noise ratio than the CMOS chip when used for heart and respiration monitoring.

The quadrature transceiver without LNAs consumes 47% less power than the quadrature

transceiver with LNAs, but otherwise the two receivers had similar performance. The

quadrature receivers provide the ability to avoid phase demodulation null points. How-

ever, imperfect phase and amplitude balance between the quadrature channels creates

challenges when performing direct phase demodulation. In Chapter 7, real-time digital

signal processing techniques are presented that can be used to combine I and Q signals

with phase and amplitude imbalance. It is shown that using combined I and Q signals

improves the accuracy with which the heart and respiration rates can be detected com-

pared to the single-channel transceivers. 

The transceiver that is used for human subjects testing as described in Chapter 6 is the

quadrature receiver without LNAs. This transceiver uses a single VCO, which was opti-

mized for phase noise performance, for both the transmitted signal and the LO. A RCCR

resistive-capacitive phase shifting circuit is used to create the quadrature LO signals.

Active balun-amplifiers (buffers) are used to amplify the LO signals to sufficiently high

power to drive the mixer, and to convert the LO to the differential signal that is required by
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the double-balanced mixer. Each RF signal is also amplified and converted from sin-

gle-ended to differential with a buffer. The RF and LO signals are mixed with a

double-balanced resistive FET ring mixer. This double-balanced mixer consumes no DC

power, is very linear, produces a low level of 1/f noise, and has a low level of RF-LO

coupling. 

The limiting noise factors of the Doppler radar cardiopulmonary monitoring system,

as discussed in Appendix D, are baseband residual phase noise and 1/f noise at baseband.

Residual phase noise at baseband is directly proportional to VCO phase noise, and pro-

vides motivation for minimizing oscillator phase noise. The 1/f noise is generated by the

mixer, and the larger the dc offsets, the greater the noise generated by the mixer. Addition-

ally, dc offsets are difficult to remove while passing the sub-Hertz respiration signal, so by

minimizing the dc offsets the requirements on the baseband signal conditioning and/or the

ADC can be relaxed. These two facts motivate the minimization of dc offsets. One cause

of dc offsets is receiver nonlinearities, so improving the linearity of the receiver can

improve system performance. Finally, minimizing phase and amplitude imbalance

between the quadrature receiver chains facilitates direct phase demodulation, which opti-

mizes the detection of chest motion.

There are several potential improvements in the transceiver design. First, the mixer

could be further optimized for 1/f noise by using PMOS rather than NMOS transistors and

could also be optimized to minimize second-order nonlinearities, which affect this system

more than third-order nonlinearities. Second, the RCCR phase-shift network could be

replaced with a different passive network that would provide more robust phase and

amplitude balance, as the RCCR’s phase and amplitude balance is dependent on accurate

component values that cannot be easily controlled in a fully integrated device. Third, the

VCO could be phase-locked to a low-phase noise reference, reducing the phase noise

significantly.
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Chapter
5 Residual Phase Noise 
and Range Correlation

5.1 Introduction

The Doppler radar heart and respiration monitoring system transmits a continu-

ous-wave (CW) signal, which is reflected off the subject and then demodulated in the

receiver. In accordance with Doppler theory, when the subject has no net velocity but the

chest and pulse points move with respiration and heartbeat, the phase of the reflected sig-

nal is modulated proportionally to the time-varying position of the body’s surface.

Demodulating the phase then gives a signal directly proportional to the body motion.

Since the body motion contains information about the movement due to heartbeat and res-

piration, heart and respiration signatures and rates can be determined from the

demodulated signal. 

Since the heart and respiration information is encoded in the phase of the signal, the

phase noise of the transmitted signal can be a limiting factor in the system. In the

direct-conversion radar receiver, the same source is used for the transmitted signal and the

local oscillator signal in the receiver, which means the received signal is a time-delayed

version of the local oscillator signal. Therefore, the phase noise of the received signal is

correlated with that of the local oscillator, with the level of correlation dependent on the

time delay between the two signals. When the two signals are mixed, the correlated por-

tion of the phase noise effectively cancels, leaving a residual phase noise spectrum at

baseband that is far below the phase noise spectrum at RF. In a radar application, this time

delay is the time it takes the signal to travel to the target and back, which is proportional to
161
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the target range. Hence, this residual-phase-noise reducing effect is known as range corre-

lation [170, 171]. Range correlation is particularly important when measuring the motion

due to the heartbeat and respiration since the information is encoded in phase modulations

of 0.1 to 10 Hz, where the phase noise is near its peak [172]. The radar transmits the

signal:

(5.1)

where f is the oscillation frequency, t is the elapsed time, and  is the phase noise of the

oscillator. Phase noise is described in more detail in Appendix H, but it can be considered

here as a random fluctuation in the signal’s phase. If the transmitted signal is reflected by a

target at a nominal distance  that has a time-varying displacement given by , the

received signal is approximately:

, (5.2)

where the wavelength is  and  is the constant phase shift due to reflection a the

body surface. The received signal is similar to the transmitted signal with a time delay

determined by the nominal distance to the target, , and with its phase modulated by the

periodic motion of the target, . The information about the periodic target motion can

be demodulated if this signal is multiplied by a local oscillator (LO) signal that is derived

from the same source as the transmitted signal. Ignoring amplitude variations, the LO sig-

nal is expressed by:

. (5.3)

The phase fluctuations of the LO due to oscillator phase noise are correlated to those of

the received signal.

When the received and LO signals are mixed and the output is lowpass filtered the

resulting baseband signal is:

, (5.4)

where
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(5.5)

is the residual phase noise and

(5.6)

is the constant phase shift dependent on the nominal distance to the target, . As dis-

cussed in Chapters 2 and 7, this baseband signal can be demodulated and processed to be:

(5.7)

with a single-ended receiver, or

(5.8)

with a quadrature receiver and direct phase demodulation. In both cases, the desired signal

that is proportional to the chest signal is summed with the residual phase noise. 

5.2 Range Correlation Theory

Range correlation theory describes how to calculate the residual phase noise spectrum,

and it was first proposed to explain why CW radar systems were not swamped by ground

clutter noise [174]. Since the transmitted signal and the local oscillator (LO) are derived

from the same source, and the received signal is a time-delayed version of the transmitted

signal with a phase modulation, the phase noise on the received signal is correlated with

that of the LO. When these two signals are mixed, the correlated portion of the phase noise

effectively cancels, leaving only the residual phase noise at baseband. This is illustrated in

Figure 5.1. The amount of correlation is determined by the time delay between the LO and

the received signal: the greater the time delay, the less correlated the phase noise on the RF

and LO signals, and the higher the baseband residual phase noise. Since this time delay is

proportional to the target range, the target range determines the level of phase noise reduc-
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tion provided by the range correlation effect. The dependence of the amount of correlation

between the signals on range gave the range correlation effect its name [170]. 

According to [170], the baseband noise spectral density, , can be calculated

from the RF phase noise spectral density, , and the target range, R:

(5.9)

where  is offset frequency. At values relevant for radar monitoring of heart and respira-

tion,  will be on the order of 10-9, so the small angle approximation is valid, and

range correlation will cause the baseband noise spectrum to increase proportionally to the

square of the target range, R, and the square of the offset frequency, :

. (5.10)

The relationship between the baseband residual phase noise, the RF phase noise, and

the target range is illustrated in Figures 5.2 and 5.3. Figure 5.2 displays the relationship

between residual phase noise and target range for four RF phase-noise values. The resid-

RFout LO
RFin

Basebandout

Sφ_delayed(fo)

Sφ(fo)

S∆φ(fo)

R

Figure 5.1. Illustration of the range correlation phase noise filtering effect. Since the transmitted 
signal is derived from the same source as the received signal, the phase noise on 
the LO, , and the RF input, , are correlated. When the two sig-
nals are mixed, most of the phase noise at baseband is effectively cancelled, leav-
ing only the residual phase noise, .
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ual phase noise increases with the square of the range. Therefore, when the range

increases from 0.5 m to 2.0 m, the phase noise is expected to increase by 12 dB. Figure 5.3

illustrates the relationship between RF phase noise and target range while maintaining

four constant residual phase-noise levels. To maintain a constant level of the residual

phase noise when increasing the range (which would be necessary to maintain a minimum

signal-to-noise ratio when residual phase noise is the dominant noise source), the oscilla-

tor phase noise must decrease. Therefore, the range requirements and noise level limits for

a given application set the required oscillator phase noise specification, which determines

the technology requirements. 

The close-in RF phase noise spectrum of almost all oscillators has a -30-dB/decade

slope [172, 173]. Range correlation effectively multiplies the phase noise spectrum by that

of a filter with a +20-dB/decade slope (because the range correlation effect is proportional

to the square of the offset frequency), so the resulting baseband noise spectrum is expected

Figure 5.2. Relationship of residual phase noise to target range for a range of RF phase noise 
values. The values shown are those of the signal sources presented in this chap-
ter, the fully integrated CMOS oscillator, the fully integrated BiCMOS oscillator, the 
MiniCircuits JTOS-1650 VCO used with the hybrid board, and the HP E433B sig-
nal oscillator, which was used as an external source with the CMOS radar chip. 
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to have a -10-dB/decade slope. For a 50-cm range and an offset frequency of 1 Hz, the

residual phase noise is decreased by 154 dB. 

In [175], Shrader and Gregers-Hansen recommend increasing the single sideband

power spectral density of the phase noise value by 6 dB before applying the range correla-

tion filtering effect. This accounts for a 3 dB increase because both sidebands of noise

affect clutter residue and another 3 dB increase because the oscillator contributes noise

during both transmitting and receiving. The first 3 dB factor would not be present if an

intermediate frequency was used, as in a heterodyne receiver. Both of these factors of two

are represented in (5.9).

Because there is no carrier at dc, residual phase noise needs to be expressed as a spec-

tral density, in dB/Hz, rather than as a single-sideband phase noise in dBc/Hz. The dB/Hz

units are the ratio of the spectrum in radians2/Hz to 1 radian2/Hz. As shown in Appendix

H, when the phase deviation due to phase noise is small (with a quiet oscillator or at a high

offset frequency), Sφ(f0) is 3 dB greater than Lφ(f0) since it includes both sidebands. When

Figure 5.3. RF phase noise vs. range to maintain a constant level of residual phase noise. If a 
maximum level of residual phase noise and a desired range can be determined for 
an application, this chard can help determine the oscillator phase noise specifica-
tion.
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the phase deviation is high, the phase noise is causing the signal frequency to vary over a

bandwidth greater than 1 Hz, and the phase noise spectral density can be greater than 0

dB. For calculating the level of residual phase noise, the spectral density should be used. 

Since the residual phase noise appears as additive noise on the baseband signal, as

shown in (5.4), the phase noise reduction due to the range correlation effect is particularly

important. If two different oscillators with uncorrelated phase noise were used for trans-

mitting and receiving, it would be impossible to detect the small phase variations created

by heart motion, unless the phase noise level was extremely low in both oscillators. 

The relationship of the residual phase noise spectrum to the baseband noise level is

discussed in detail in Appendix D, Section D.4.1. The RMS phase deviation is calculated

as the integral of the residual phase noise over the bandwidth that is passed by the filters:

(5.11)

where  is the range to the target,  is the propagation velocity,  is the RF phase

noise at a 1-Hz offset, and  is the highest frequency and  is the lowest frequency

passed through the filters. 

The noise power at baseband from residual phase noise can be calculated from the

mean-squared phase deviation with the following equation: 

(5.12)

where PT is the transmitted power, GCL is the mixer conversion loss, GRX is the receiver

gain, G is the antenna gain, σc is the clutter radar cross section, and λ lambda is the

wavelength.

Combining (5.11) and (5.12), the baseband noise is:

 . (5.13)
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Range correlation has a much less significant effect on amplitude noise. The range

correlation effect on amplitude noise is described in [170] as follows:

(5.14)

where  is the spectrum of the amplitude noise and term in brackets accounts for the

effects of range delay.  is the autocorrelation of the amplitude noise, and for gaussian

white amplitude noise,  is much less than one, and the second term is negligible.

Since, as described above,  is very small, the small angle approximation applies,

and Equation 5.14 can be approximated as:

(5.15)

For small , and Gaussian white amplitude noise, range correlation results in an

amplitude gain of 6 dB [170].

5.3 Materials and Methods

5.3.1 Range Correlation Verification

When range correlation theory was proposed by Budge and Burt [170], it was not

experimentally verified. An experiment was designed to verify the residual phase noise

theory at offset frequencies and time delays relevant to Doppler monitoring of heartbeat

and respiration. The expected effect of range correlation on baseband residual phase noise

for different offset frequencies and time delays was estimated using (5.9) and phase noise

data obtained from the quadrature CMOS chip. The range correlation theory was verified

by measuring the baseband noise spectrum at the I/Q output with varying delay between

transmitter and receiver, and comparing the measured results with the predicted values.
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The setup of this experiment is shown in Figure 5.4. The RF output of the chip was con-

nected to the phase shifter input through a 30-cm SMA cable and a 10 dB attenuator. The

10 dB attenuator was used to reduce VCO loading by the phase shifter. An SMA cable

connected the phase shifter output to the RF input of the chip. The length of this cable,

marked td in Figure 5.4, was varied to change the time delay between the RF and LO sig-

nals. The baseband output of the chip was measured with a HP89410A vector signal

analyzer. To ensure consistent measurements, the RF and LO signals were kept in quadra-

ture (  in (5.6) is an odd multiple of ) so that the maximum phase to voltage

sensitivity is maintained. To find this point, a Pasternack phase shifter (PE8442) was used

to tune the phase relationship until the dc component of the baseband signal, as viewed on

an oscilloscope, was zero. All unused RF connectors were terminated with 50-  loads.

The baseband noise spectrum from 1 Hz to 1 kHz was measured with a 1 Hz resolution

bandwidth and RMS averaged over five measurements. The baseband noise spectrum

measurements were converted to a phase noise equivalent by calculating the ratio of the

Figure 5.4: Setup for the range correlation verification experiment. The chip’s RF output was 
connected to its RF input through a -10-dB attenuator, a phase shifter ( ) and a 
cable (td). The baseband noise spectrum was measured with the VSA. Cables of 
various lengths were connected in place of the cable marked td to change the time 
delay between the RF and the LO signals. The baseband noise spectrum from 1 
Hz to 1 kHz was measured with 1-Hz resolution bandwidth and RMS averaged 
over 5 measurements. 
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measured noise power to the power a 30 kHz IF signal would have with the same RF and

LO power. This was then converted to spectral density of phase fluctuation, , by

multiplying by 2 [176]. The time delay and loss through the cables, attenuator, and phase

shifter was measured with a HP 8714C RF Network Analyzer, and the loss was taken into

account when calculating the equivalent IF power. 

To show the importance of tuning the phase relationship so the RF and LO signals are

in quadrature, the baseband noise plots are shown with the phase tuned to different posi-

tions in Figure 5.5. When the RF and LO signals are either in phase or 180° out of phase,

the phase demodulation sensitivity is reduced, and the residual phase noise can appear

much lower than it does when the signals are in quadrature. Figure 5.5 shows a 10 dB

reduction in the measured residual phase noise due to this effect. In order to compare

results for various time delays in range correlation measurements, it was important to

ensure that all measurements were made at the optimum-phase-sensitivity demodulation

point. It may seem that using this effect to decrease the residual phase noise would be ben-

eficial. However, since the chest motion is encoded as a phase modulation, as the

S∆φ fo( )

Figure 5.5: Baseband noise spectrum measured for various phase shifts with a 20.9-ns time 
delay. The time delay through the cables, attenuator, and phase shifter was 
measured with the HP8714C RF Network analyzer. When the two signals are near 
in-phase or out-of-phase, the dc voltage at the output is nonzero and the 
phase-demodulation sensitivity is greatly decreased. 
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phase-to-voltage sensitivity decreases, the baseband signal will decrease with the noise,

and no benefit can be derived from this effect. 

Figure 5.5 also shows that the measurement in the 1 Hz to 10 Hz decade was very

noisy, because that with the 1-Hz resolution bandwidth there are only 10 points in that por-

tion of the spectrum. The measurements selected for the range correlation verification

were chosen based on a slope that was consistent with the rest of the data. The variation in

the power spectral density of the traces with dc values near zero was within ±3 dB, of the

best-fit line for any individual measurement. The expected slope is -10 dB/decade, which

is consistent with the measured slope.

5.3.2 Human Measurements with Different Signal Sources

To test the performance difference in the measurement of heart and respiration rates

due to varying levels of residual phase noise, vital signs data were collected with the fol-

lowing three radar devices:

1) 1.9-GHz hybrid board with +20 dB/Hz phase noise spectral density at 1 Hz offset,

2) 1.6-GHz BiCMOS chip with +52 dB/Hz phase noise spectral density at 1 Hz offset,

3) 1.6-GHz CMOS chip with +64 dB/Hz phase noise spectral density at 1 Hz offset.

All measurements were made with similar output power, under 10 mW. The hybrid

radar, described in detail in Chapter 4, uses a Minicircuits JTOS-1650 VCO as its signal

source and individually packaged buffers and mixer. A HP E433B signal generator was

also used as a source for some measurements to provide a very low level of source phase

noise; the signal generator’s phase noise was -53 dBc/Hz at a 1-Hz offset. To show the

effects of varying residual phase noise on signal quality, signals obtained with chips with

different levels of oscillator phase noise and with the target at a varying range were exam-

ined. The phase noise and predicted residual phase noise at 1- and 10-Hz offsets are shown

for each measurement in Table 5.1. 
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Figure 5.6 shows the experimental setup used to make measurements with the hybrid

board. A MiniCircuits power splitter, part ZFSC-2-2500, provided 17 dB of isolation

between input and output signals. A commercially available Antenna Specialists

ASPPM2988 1900 MHz patch antenna with 65° by 80° beam width was used. These mea-

surements were performed on a single subject in an anechoic chamber at Lucent

Technologies’ Bell Laboratories in Murray Hill, NJ. The subject was seated fully clothed,

facing the antenna, and breathing normally. A wired finger-pressure pulse sensor

(UFI-1010 pulse transducer) was used during the measurements to provide a reference

signal for heart activity. The baseband signals were filtered with a series of Stanford

Research Systems SR560 Low-Noise Preamplifiers. The baseband signal was initially fil-

tered with a 12-dB/decade highpass filter with a 0.03-Hz cutoff frequency and amplified

37 dB and then was filtered with a 6dB/decade bandpass filter that passed 0.03 Hz to 10

Hz, to remove the dc component and minimize out-of-band noise and aliasing error. The

respiration signal was clearly visible after this filtering stage, but it could be better

resolved with an additional low-pass filter to attenuate the heart signal. The heart signal

was isolated using two consecutive 6-dB/decade 1-Hz to 3-Hz bandpass filters, and this

Table 5.1: Summary of the Heart-Rate Detection Measurement Accuracy. 

Figure Chip

Fit Measured 
Phase Noise 

[dB/Hz]
Target range 

[cm]

Predicted 
Baseband Noise 

[dB/Hz]

Heart 
Measurement 

Accuracy
[%]1 Hz 10 Hz 1 Hz 10 Hz

5.11a CMOS, 
SG as 
source

-53 -84 50 -207 -219 100

5.11b Hybrid - 
SG as 
source

-53 -84 100 -201 -213 100

5.12a Hybrid +20 -11 50 -134 -156 100

5.12b Hybrid +20 -11 100 -128 -150 100

5.13a BiCMOS +52 +21 50 -102 -114 100

5.13b CMOS +64 +33 50 -90 -102 98

5.14 CMOS +64 +33 85 -85 -97 63
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signal was amplified an additional 20-dB. The first filtering stage provided most of the

amplification, which was adjusted to produce the clearest output signal. The signal was

then digitized at 25 samples per second with the digital oscilloscope.

The measurement setup for the measurements with 1.6-GHz chips was similar to that

of the hybrid board, with the exception of the use of two custom 1.6-GHz patch antennas

rather than a power splitter and a commercially available patch antenna, and slightly dif-

ferent analog filtering with the series of Stanford Research Systems SR560 Low-Noise

Preamplifiers, as shown in Figure 5.7. The antennas are shown in Figure 5.8. Each

antenna has a 50-Ω input impedance and a 86o by 177o beam width. The two antennas

were placed 4 cm apart to obtain greater than 25 dB isolation between them. As with the

hybrid board, the heart signal was separated with analog filters before it was digitized. The

first stage of analog filtering blocks the dc offset with a 0.03 Hz 12-dB/decade highpass

filter, avoids aliasing and removes out of band noise with a 10-Hz 12-dB/decade lowpass

SR560 SR560

SR560 SR560

Figure 5.6: Heart and respiration activity measurement setup for the hybrid radar board. The 
baseband output signals were amplified and filtered with SR560 LNAs and then 
digitized with a Tektronix 3014 digital oscilloscope. A wired finger-pressure pulse 
sensor was used only as a reference to compare to the heart-rate data obtained 
with the Doppler radar. 

0.03 Hz HP
37 dB gain

0.03-10 Hz BP 1 Hz HP
20 dB gain

1-3 Hz BP
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filter, and amplifies the signal by 27 dB. The output from these analog filters includes both

respiration and heart information. This signal is then passed through a 1 Hz, 12 dB/decade

highpass analog filter followed by a 1-3 Hz, 6-dB/decade bandpass analog filter and

amplified by 20 dB to isolate the heart movement from the respiration movement. 

After digitization, the signals were processed with custom MATLAB signal processing

software. The heart signal was filtered with a twelfth-order elliptic IIR bandpass filter,

passing 0.9 to 9 Hz and blocking below 0.8 Hz and above 10 Hz, as shown in Figure 5.9,

to separate the heart signal from any noise and any residual respiration information. Then

the signal was windowed with a 4-second rectangular window, and an 8192-point power

spectral density was taken. The heart rate was calculated as the greatest local maximum

between 0.7 Hz and 2 Hz for each window. The rate for the reference was found with the

same technique, but the reference was not filtered first. The signal accuracy was calcu-

lated as the percentage of windows for which the heart rate was within 1% of the reference

rate, and the rate was calculated at each sample, every 0.04 seconds, over the 10-second

measurement interval.

SR560 SR560

SR560 SR560

Figure 5.7: Heart and respiration activity measurement setup for the 1.6-GHz radar chips. The 
baseband output signals were amplified and filtered with SR560 LNA’s and then 
digitized with a Tektronix 3014 digital oscilloscope. A wired finger-pressure pulse 
sensor was used only as a reference to compare with heart-rate data obtained with 
the Doppler radar.

0.03 Hz HP
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10 Hz LP 1Hz HP
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According to range correlation theory (5.9), to operate at a greater range, a lower

phase noise source is needed to achieve the same residual phase noise. Otherwise, with the

same source, as range increases, the amount of noise at baseband will also increase. For

example, at 85 cm, the increase in distance 1.7 times will result in a 4.6 dB increase in

residual phase noise. Therefore, a source with at least 4.6 dB lower phase noise would be

required to achieve the same results, assuming that residual phase noise is still the limiting

factor. If the same source is used, the increase in residual phase noise is expected to

adversely affect the heart rate measurement detection accuracy. As range increases, there

is an additional factor of free space loss and therefore a lower power received signal when

the distance is increased, which will affect the output signal if residual phase noise is not

the dominant noise source. The effect of changing target range was evaluated using the

1.6-GHz CMOS chip at an 85-cm range, as well as the hybrid board at a 100-cm range.

Figure 5.8: Transmitting and receiving patch antennas for 1.6 GHz chips. Each antenna was 
2.936 cm by 4.000 cm. Two antennas were used rather than a single antenna and 
a circulator or power-splitter; the two antennas had 25 dB isolation between them. 
Each antenna had a 86o by 177o beamwidth and a 50 ohm impedance.

1 cm
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5.4 Results

5.4.1 Range Correlation Verification - Results

The measured phase noise and the -30-dB/decade slope line used to predict the base-

band noise are shown in Figure 5.10a for offset frequencies from 1 Hz to 1 kHz. The

predicted and measured phase fluctuation spectral density are plotted in Figure 5.10b for

delays of 6.2, 12.6, and 28.0 ns. On average, the measured values were within 5 dB of the

predicted values. Departures from the theoretical noise level included spikes at 60-Hz and

its harmonics. The signals matched within 3 dB between 1-Hz and 10-Hz, and above

100-Hz, the signals with 6.2-ns and 12.6-ns delays hit the noise floor of the VSA at that

resolution bandwidth, so they could not be accurately measured. The signals had similar

slope to the theoretical estimates between 10 Hz and 100 Hz, but were generally below the

theoretical estimate in the region, other than the 60-Hz spur. The baseband phase noise
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Figure 5.9: Frequency response of the twelfth-order elliptic IIR filter used to remove noise and 
residual respiration information. The fundamental frequency of respiration is 
usually below 0.4 Hz, while the heart rate is usually above 1 Hz. The cutoff 
frequencies are 0.9 Hz and 9 Hz.
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was reduced by 148 to 136 dB at 1 Hz for the time delays from 6.2 to 28.0 ns, which cor-

respond to ranges from 0.93 to 4.2 m. 

5.4.2 Human Measurement with Different Signal Sources - Results

The results of measurements with the four sources - signal generator, Minicircuits

VCO, BiCMOS integrated VCO, and CMOS integrated CMOS - are shown in this section.

The results are described in the text, shown for ten-second measurement intervals in the

figures, and summarized in Table 5.1. The accuracy is described as the percentage of the

rates calculations in the measurement interval that the Doppler heart rate was within 1% of

the pulse sensor. The rate was calculated in 4 second windows every 0.04 second.

The measurements with the lowest residual phase noise are those made with the signal

generator rather than the VCO operating as the source. A measurement using the external

source on the 1.6-GHz CMOS chip at a 50-cm range is shown in Figure 5.11a. There is

very little noise visible on the heart signal, and the calculated rate is within 1% of the ref-

erence rate for 100% of the 10-second measurement interval. The heart rate averages 84

beats per minute. A measurement made with the signal generator as the external oscillator

on the hybrid board at a 100-cm range is shown in Figure 5.11b. As in Figure 5.11a, the

signal is very clear, and the calculated heart rate is within 1% of the reference rate for all

of the measurement intervals. The heart rate averages 86 beats per minute.
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Figure 5.10: (a) Measured phase noise at RF and the -30-dB/decade line used to predict 
baseband noise. (b) Measured and predicted (5.9) spectral density of phase 
fluctuation at baseband for time delays of 28.0, 12.6, and 6.2 ns (from top to 
bottom). 
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The VCO on the hybrid board has 53 dB greater phase noise than the signal generator,

but at a 50 cm range, the heart signal is still clear enough that the calculated rate matches

the reference within 1% for all measurement intervals. This signal is shown in

Figure 5.12a. The heart rate averages 83 beats per minute. Figure 5.12b shows a signal

measured with the hybrid board at a 100 cm range. This signal, with 6 dB greater calcu-

lated residual phase noise, is visibly noisier than the signal measured at 50 cm. However,

the noise level is still low enough that simple signal processing gives a heart rate within

1% of the reference for 100% of the measurement intervals. The heart rate averages 77

beats per minute.

Figure 5.13a shows data from the 1.6-GHz BiCMOS chip, which has -72 dBc/Hz

phase noise at a 10 kHz offset, 12 dB lower than the CMOS chips. After digital filtering,

the heart signal from the BiCMOS chip was within 1% of the reference for 100% of the

measurement intervals. The heart rate averages 85 beats per minute. In Figure 5.13b the

digitally filtered heart signal from the 1.6 GHz CMOS chip was within one beat per

minute of the reference 98% of the time. These measurements were made near the opti-

mum phase demodulation point. The heart rate averages 82 beats per minute. The signal

from the CMOS chip is visibly noisier than that of the BiCMOS chip.

The effect of changing target range was evaluated using the 1.6-GHz CMOS chip at a

range of 85 cm, and the data are shown in Figure 5.14. In this case, the heart rate accuracy

dropped to 63% from the 98% accuracy measured at a 50 cm range. The heart rate aver-

ages 84 beats per minute.



180 5:   Residual Phase Noise and Range Correlation
 

0 1 2 3 4 5 6 7 8 9 10
-0.2

0

0.2

R
aw

 [V
]

0 1 2 3 4 5 6 7 8 9 10
-0.5

0

0.5

H
ea

rt
un

fil
te

re
d 

[V
]

0 1 2 3 4 5 6 7 8 9 10
-0.05

0

0.05

H
ea

rt
fil

te
re

d 
[V

]

0 1 2 3 4 5 6 7 8 9 10
-1

0

1

R
ef

er
en

ce
 [V

]

Time [s]

0 1 2 3 4 5 6 7 8 9 10
-0.2

0

0.2
R

aw
 [V

]

0 1 2 3 4 5 6 7 8 9 10
-0.5

0

0.5

H
ea

rt
un

fil
te

re
d 

[V
]

0 1 2 3 4 5 6 7 8 9 10
-0.5

0

0.5

H
ea

rt
fil

te
re

d 
[V

]

0 1 2 3 4 5 6 7 8 9 10
-0.5

0

0.5

R
ef

er
en

ce
 [V

]

Time [s]

Figure 5.11: Heart and respiration activity measured with the signal generator as the source for 
a) the CMOS chip at a range of 50 cm and b) the hybrid board at a range of 100 
cm. The top trace is the analog-filtered raw signal, and the second is the 
analog-filtered heart signal. The third trace is the heart signal after digital filtering. 
The bottom trace is the reference obtained from the finger-pressure pulse sensor 
described in the text. The filtered heart signal was within one beat per minute of 
the reference 100% of the measurement interval. 
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Figure 5.12: Heart and respiration activity measured with the hybrid board using the 
MiniCircuits VCO as the source a) at a range of 50 cm and b) at a range of 100 
cm. The top trace is the analog-filtered raw signal, and the second is the 
analog-filtered heart signal. The third trace is the heart signal after digital filtering. 
The bottom trace is the reference obtained from the finger-pressure pulse sensor. 
The filtered heart signal was within one beat per minute of the reference 100% of 
the measurement interval. 
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Figure 5.13: Heart and respiration activity measured at a range of 50 cm with a) the 1.6-GHz 
BiCMOS chip and b) the 1.6-GHz CMOS chip. The top trace is the analog-filtered 
raw signal, and the second is the analog-filtered heart signal. The third trace is the 
heart signal after digital filtering. The bottom trace is the reference obtained from 
the finger-pressure pulse sensor. The filtered heart signal was within one beat per 
minute of the reference 100% of the measurement interval. 
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5.5 Discussion

5.5.1 Range Correlation Verification - Discussion

The measured baseband noise spectral density was in the same range as that predicted

based on the previously measured phase noise and range correlation theory. The measured

baseband noise increased as the time delay increased and had approximately a -10

dB/decade slope, as was predicted. Some variation in the measurement may be due to the

RF and LO signals not being exactly in quadrature and affecting the phase demodulation

sensitivity (Figure 5.5). The signals were estimated to be in quadrature by the baseband

signal having zero dc offset, so they should be near to quadrature. The phase noise was not

measured at the same time as the baseband noise spectrum, and this may be another cause

for some of the discrepancy between the predictions and measured results.

The amplitude noise of the oscillator, measured with the HP E5500 system, is shown

in Figure 5.15, along with the predicted amplitude noise at baseband after range correla-
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Figure 5.14: Heart and respiration activity measured with the 1.6-GHz CMOS chip at a range of 
85 cm rather than 50 cm. The noise is significantly more pronounced than with a 
50-cm range, and the accuracy is 63% for the digitally filtered heart signal.
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tion [170]. Amplitude noise was under -130 dB/Hz, and therefore below the phase noise

for frequencies under 10 kHz, even after range correlation. Since the amplitude noise is

significantly lower than the phase noise for all frequencies of interest, it does not affect the

accuracy of heart rate measurements.

5.5.2 Human Measurements with Different Signal Sources - Discussion

The 1.6-GHz BiCMOS chip has about 12-dB lower phase noise than the CMOS chips,

and thus, using this chip, it is possible to obtain a clearer signal and to achieve a higher

accuracy than with the CMOS chip. Using an external source with over 100-dB less phase

noise than BiCMOS oscillator improved the signal quality, but since the CMOS chips

could detect the heart rate with high accuracy, it is not necessary to use high quality oscil-

lators for this application at a range of 50 cm. Applications requiring greater range may

require low-phase noise oscillators.

Figure 5.15: Measured oscillator amplitude noise (RF) shown with predicted baseband 
amplitude noise based on the range correlation effect. The amplitude noise is 
under -130 dB/Hz at all frequencies, and therefore below the residual phase noise 
for frequencies of interest.
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The residual phase noise first became visible when the calculated residual phase noise

at 1 Hz was -128 dB/Hz, with the hybrid board at a range of 100 cm. The residual phase

noise began to adversely affect signal accuracy when the calculated residual phase noise at

1 Hz was -102 dBc/Hz, with the CMOS chip at a range of 50 cm. When the 1 Hz residual

phase noise values are greater than this, the detection of heart signals is adversely affected.

As discussed in Chapter 2 and Appendix D, when the residual phase noise levels are low,

the limiting factor is not residual phase noise, but rather baseband 1/f noise as the signal

level is decreased with free-space loss. 

The difference in the heart rate accuracy obtained with different levels of oscillator

phase noise and with different target range suggests that residual phase noise is a limiting

factor in this measurement system when a free-running on-chip VCO is used. Because the

phase noise is such a critical factor, the range correlation theory is important to consider in

system engineering of a Doppler radar for vital signs measurement. It highlights the

advantages of minimizing oscillator phase noise and of minimizing time delays. Keeping

the antenna electrically close to the transceiver and keeping the target as close to the

antenna as possible can reduce time delays, improving system performance. When build-

ing a prototype monitoring device, time delays should be minimized.

The variation of the SNR of the heart signal with range with a CMOS oscillator is

explored in more detail in Chapter 6. Residual phase noise is the limiting factor and the

SNR is calculated over 90-second measurement intervals averaged over 22 different sub-

jects, and measured at ranges from 0.5 to 2.0 m. 

5.6 Conclusions

Residual phase noise can be a limiting factor in single-chip Doppler radar. The resid-

ual phase noise depends on both target range and oscillator phase noise. Free-running

CMOS oscillators with -60 dBc/Hz phase noise at a 10-kHz offset were found to be ade-

quate for heart rate detection at distances up to 50 cm; in the measurement shown in this

chapter, the heart rate measured with the Doppler radar matched that of the reference 98%
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of the measurement interval. Measurements made with a fully-integrated CMOS oscillator

with approximately the same level of phase noise are shown in Chapter 6. Experimental

verification of the range-correlation effect, which determines the level of residual phase

noise, was presented, and the measured baseband noise spectrum agreed with theoretical

values with an average of 5 dB. 
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Chapter
6 Human Testing Results

6.1 Introduction

Doppler radar measurements of heart and respiration rates were compared with

three-lead ECG measurements of heart rate and respiratory effort belt measurements of

respiration rate on 22 healthy subjects wearing T-shirts. This work was performed under

Stanford protocol number 2899, approved by the Stanford University Internal Review

Board in August 2005. A CMOS single-chip Doppler radar with a free-running oscillator

and a quadrature receiver was used with custom baseband signal conditioning hardware

and custom Matlab signal processing software to measure heart and respiration rates from

a distance of 0.5 to 2.0 m. Signals from the three-lead ECG and the respiratory effort belts

were digitized simultaneously with the Doppler radar output signals and used to find heart

and respiration rates which were compared with the rates from the Doppler system using

the Matlab software.

The primary objective of this study was to determine whether the Doppler radar heart

and respiration rate monitor can detect heart and respiration rates of non-stressed subjects

with sufficient accuracy to replace traditional contact measurements in a well-controlled

environment. Secondary objectives included obtaining data at varying distances to verify

the theoretical estimate of signal-to-noise ratio vs. range and determining how the sub-

ject’s body shape affects the accuracy and signal-to-noise ratio of the measurements.

Section 6.2 offers some system background and theory and shows how the theoretical

signal-to-noise ratio varies with range and radar cross section. Section 6.3 discusses the

single-chip Doppler radar, the baseband signal conditioning, and the digital signal pro-

cessing used for this experiment. It also provides the details of the experimental setup and
187
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protocol and the data analysis methods. Section 6.5 presents the results of the system over

all subjects for each range, the signal-to-noise vs. range, and the signal-to-noise vs. body

type. These results are discussed in the Section 6.6 and Section 6.7.

6.2 Background and Theory

6.2.1 Doppler Radar Monitoring of Heart and Respiration

The system theory for Doppler radar monitoring of heart and respiration is provided in

detail in Chapter 2. In this system, the same oscillator is used to provide the local oscilla-

tor and the transmitted signal. A portion of the transmitted signal is reflected by the

subject back towards the radar receiver with its phase modulated by physiological motion.

The received signal with physiological motion data is:

 , (6.1)

where ARF is the amplitude, f is the carrier frequency, t is time, d0 is the nominal range to

the target, λ is the wavelength, x(t) is the physiological motion,  is the phase

noise of the received signal, and  is a constant phase shift. 

A higher power signal is reflected by stationary objects and parts of the body, known

as clutter. The received signal from clutter is:

 , (6.2)

where Ac is the amplitude of the received signal with clutter. 

The signal is demodulated by mixing with the LO. The signal at baseband is:

 , (6.3)

where Ab is the amplitude of the baseband signal and  is the residual phase noise,

the phase noise that remains after mixing with a LO from the same source.
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6.2.2 Received Signal Power and Radar Cross Section

The radar equation is used to estimate the received signal power in a radar system; this

can help determine the system’s theoretical limits. The estimated received power is based

on the transmitted power, the range to the target, and the properties of the transmit

antenna, target, receive antenna, and receiver. When measuring motion due to heart and

respiration with a Doppler radar transceiver, the residual phase noise will be the limiting

factor in some cases; otherwise the limiting factor will usually be receiver sensitivity and

the received signal power. When the same antenna is used for transmitting and receiving,

the gain is the same for both antennas, and the radar equation is:

 , (6.4)

as derived in Appendix D, where  is the received power,  is the transmitted power,

 is the radar cross section,  is the antenna gain,  is the wavelength of the transmitted

signal,  is the range to the target and  is the atmospheric absorption coefficient.

For the ranges used in this method comparison study, the atmospheric attenuation term

has a negligible effect and can be dropped, so that the received power is:

 . (6.5)

To determine the signal power at baseband, the RF signal power, the mixer conversion

loss or gain, the receiver gain, and the amount of phase modulation must all be considered.

As calculated with the phase-modulation link equation in Appendix D, the signal at base-

band is:

 , (6.6)

where  is the conversion loss of the mixer,  is the receiver gain, and  is the

mean squared motion due to either heart and /or respiration. 
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For radar monitoring of heart and respiration rate, the radar cross section and the mean

squared motion are the only values in the baseband signal power expression (6.6) that are

not clearly defined. These values are expected to vary greatly from person to person.

However, to estimate the baseband signal power, it is necessary to obtain a rough estimate

of the product of the radar cross section and the mean-squared physiological motion. Since

there is not a defined area of the target that moves a specific amount, it is not straightfor-

ward to calculate these values separately; the desired value is actually the integral of the

mean-squared motion over the area of the body, multiplied by factors for the body reflec-

tivity, the directivity of the reflected signal, and the amount of motion that is in the

direction of the antenna.

The reflectivity is the amount of the intercepted power that is reflected rather than

absorbed. Approximately 51% of the incident signal is reflected at the air-skin interface,

as is calculated in Appendix D.

The directivity is the ratio of the scattered power back towards the antenna to the

power that would have back-scattered had the target been an isotropic radiator. This is dif-

ficult to calculate for this physiological motion measurement, as it will vary with

individual physiology and shape, as well as orientation with respect to the antenna.

As described in Appendix D, estimates of the radar cross section of a large man are

between 0.2 to 0.9 m2. A literature survey did not locate values for the radar cross section

of the fraction of the area moving due to heart and respiration. It is expected that the area

moving due to respiration is about 1% of the total area, and that the area moving due to

heart is about 20% of the area moving due to respiration.

As discussed in detail in Chapter 3, the estimated RMS motion at the location of and in

the direction of maximum motion is 0.3 mm for the pulsations of the heart and 2 mm for

the chest motion due to respiration. The maximal motion occurs over a very small area on

the body surface, with a lesser motion occurring over a larger area of the body. Addition-

ally, this motion is generally not exactly in the direction of the antenna, and the antenna is

likely not positioned such that the reflected signal’s highest power is back toward the
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antenna. If the areas that are moving are 1 cm2 associated with the heart and 50 cm2 for

respiration, the product of the area moving at the maximum RMS motion and the

mean-squared motion is 0.009 cm4 for the heart and 2.0 cm4 for the respiration. The RMS

motion and RCS product can be assumed to be the values presented above, multiplied by a

factor of 0.05 for the directivity, and a factor of 0.5 for the reflectance of the body. This

leaves an estimated RCS-RMS motion product of about 2.25 mm4 for the heart and 500

mm4 for the respiration. These estimates are used in the estimates of the SNR. In

Section 6.5.6, values of the RCS-RMS motion product will be back-calculated from the

measured SNR data.

The stationary part of the body and the surrounding environment are considered when

estimating the radar cross section of the clutter. This radar cross section is more straight-

forward to calculate since it is not restricted to an area of motion and therefore does not

depend on the physiology of the subject. A clutter radar cross section estimate of 0.5 m2

will be used in these calculations.

6.2.3 Noise Sources

After the signal has been demodulated to baseband, there are three main sources of

noise: residual phase noise from the oscillator, downconverted RF additive white gaussian

noise (AWGN) from the front end of the receiver, and baseband 1/f noise from the mixer

and baseband circuits. To combine these, the signal power at baseband must be deter-

mined, as well as the noise power due to each of these sources. The SNR calculations are

made at the output of the mixer, where the signal has been converted from a phase-modu-

lated signal at RF to a baseband amplitude signal. Because the noise sources are

uncorrelated, when they have been converted to their baseband values, their powers are

additive. In this section, each of these noise sources will be converted to their baseband

values so they can be combined and used to calculate the system signal-to-noise ratio.
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6.2.3.1 Residual Phase Noise and Range Correlation

The baseband noise spectral density, , can be calculated from the RF phase

noise spectral density, , with the target at a given range, R, and offset frequency, :

 , (6.7)

where c is the propagation velocity of the signal [182]. At values relevant for radar moni-

toring of heart and respiration,  will be on the order of 10-9, so the small angle

approximation is valid. This approximation shows that range correlation causes the base-

band noise spectrum to increase proportionally to the square of the target range, R, and the

square of the offset frequency, . Additionally, delays between the oscillator and the

antenna and between the antenna and the receiver, combined as , must be included in

the range correlation equation when the delay on the order of the range, as it is in radar

monitoring of heart and respiration. With the small angle approximation and delay

included, the phase noise spectral density can be calculated as:

 . (6.8)

In Appendix D, the noise at baseband due to residual phase noise is derived using the

phase modulation link equation, and assuming the RF phase noise has a -30dB/decade

slope at the offset frequencies of interest. The baseband noise power from residual phase

noise is:

 , (6.9)

where  is the RF signal frequency,  and  are the maximum and minimum fre-

quencies of the baseband bandpass filter,  is the radar cross section of the clutter, and

 is the 1-Hz intercept of the phase noise spectrum. 
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6.2.3.2 Baseband 1/f Noise

In this application, 1/f noise at the mixer output and in baseband signal-conditioning

circuits dominates the baseband noise spectrum. Choosing a mixer that minimizes 1/f

noise, such as a passive mixer, and minimizing the input-referred 1/f noise added by the

baseband filtering and amplifying stages will minimize the amount of baseband noise.

When 1/f noise dominates, the baseband receiver noise can be approximated as:

 , (6.10)

where  is the noise power in a 1-Hz bandwidth centered at 1 Hz.

6.2.3.3 RF Additive White Gaussian Noise

The dominant RF noise at the input to the receiver is thermal noise, which is

zero-mean, has a gaussian distribution, and does not vary with frequency, e.g. white noise.

This is additive to the RF signal. The thermal noise power at RF is expressed by:

 , (6.11)

where  is Boltzman’s constant,  is the absolute temperature, and  is the bandwidth. 

In Appendix D, the RF noise after conversion to baseband is calculated to be:

 , (6.12)

where  and  are the mixer conversion gain and the receiver gain, and  is the

noise figure of the receiver.

6.2.4 Variation of Signal-to-Noise Ratio with Range and Radar Cross 
Section

Because the baseband  noise, RF additive white noise, and residual phase noise are

uncorrelated, the noise powers simply add when combined. Therefore, the signal-to-noise

ratio for the system is:
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 . (6.13)

This can be expanded to:

(6.14)

This is equivalent to:

(6.15)

When residual phase noise is dominant, the signal-to-noise ratio will be inversely pro-

portional to , and when either the baseband noise or the RF additive white

gaussian noise is dominant, the signal-to-noise ratio will be inversely proportional to .

If one noise source is not dominant for all ranges, the residual phase noise will be domi-

nant close to the target, and the baseband or RF noise will be dominant further from the

target. 

The signal-to-noise ratio is plotted in Figure 6.1 for a transmit power of 0 dBm, an

antenna gain of 6 dBi, a receiver gain of 6 dB, a conversion gain of -3 dB, a radar cross

section-mean-squared motion product of 2.25 mm4 for the heart and 500 mm4 for respira-
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tion, a 1/f noise power of -130 dBm/Hz at 1 Hz referred to the mixer output, a bandwidth

from 0.6 to 10 Hz for the heart, and 0.01 to 10 Hz for respiration, a receiver noise figure of

6 dB, a RF noise temperature of 300 K, a 5-ns delay, and a phase noise of 64 dB/Hz at the

1-Hz intercept. This plot indicates that with calculated values of RF noise and measured

values of phase noise and baseband noise, the baseband noise dominates over the RF

noise, but the residual phase noise dominates over both with the CMOS transceiver.

When looking at the results of the human subjects study, it is possible to confirm that

the residual phase noise is the dominant noise source because it is inversely proportional

to , where R is the range to the target, c is the signal’s propagation velocity

in air, and td is the time delay between the chip and the antenna. If baseband noise or RF

noise were dominant, the SNR would fall off with .

The theoretical SNR equation also indicates that the signal-to-noise ratio should be

linear with the radar cross section of the target, and that the changes in the radar cross sec-

tion of the target should not affect the dominant type of noise, as shown in Figure 6.2.

(Changes in the radar cross section of the clutter could change the dominant noise type,

however.) The radar cross section for both heart and respiration motion is expected to vary

from subject to subject, and likely also with orientation with respect to the antenna.

These SNR calculations assume the signal is at the optimal phase demodulation point.

This gives the best-case signal-to-noise calculation for a single-channel receiver. For the

quadrature receiver, if the signal is determined by choosing between the I and Q signals,

the signal power and the residual phase noise power would be cut in half. This does not

affect the signal-to-noise ratio if residual phase noise is dominant, but does affect the SNR

if either RF amplitude noise or mixer baseband  noise is the dominant noise source. If

the I and Q signals are combined, the baseband noise from the filtering and amplifying

stages is added before the combination takes place. If baseband noise is not the dominant

noise source, then after the I and Q signals are combined the signal-to-noise ratio would be

similar to that of the single-channel receiver at the optimal phase demodulation point. If

the baseband noise is dominant, the SNR would be decreased by a factor of two.
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Figure 6.1. Theoretical model of signal-to-noise ratio vs. range for Doppler radar measurement 
of a) heart motion and b) respiration motion. See text for details on parametric 
values. 

a

b



6.2.   Background and Theory 197
10-5 10-4 10-3 10-2
0

10

20

30

40

50

60

70

80

Radar Cross Section (m2)

S
N

R
 (d

B
)

Overall SNR
SNR due to residual phase noise
SNR due to baseband noise
SNR due to RF additive noise

10-5 10-4 10-3 10-2
-10

0

10

20

30

40

50

60

Radar Cross Section (m2)

S
N

R
 (d

B
)

Overall SNR
SNR due to residual phase noise
SNR due to baseband noise
SNR due to RF additive noise
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6.3 Materials and Methods

Section 6.3.1 will introduce the experimental setup, including the human testing proto-

col, the Doppler radar measurement system, the digital signal processing used on the

collected data, and the control measurements. Section 6.3.2 will describe the 22-subject

population used in the human testing experiment. Section 6.3.3 will describe all the mea-

surements of the human subjects body shape and size. Finally, Section 6.3.4 will describe

the techniques used to analyze the data, including Bland-Altman analysis for method com-

parison studies, the calculation of the signal-to-noise ratio, and the correlation coefficient

and linear regression techniques used to evaluate the relationship between the SNR and

the measured subject parameters. 

6.3.1 Experimental Setup

6.3.1.1 Experimental Procedure

This work was performed under Stanford protocol number 2899, approved by the

Stanford University Internal Review Board in August 2005. After obtaining informed con-

sent, the administrator asks the subject whether he/she has any diseases or disorders

relating to or affecting the heart or respiratory system, whether he/she has a pacemaker or

neurostimulator, and if a female, whether she is pregnant. If the subject answered yes to

any of these questions, he/she would have been excluded from the study, but no exclusions

were necessary. Each subject was given a new T-shirt to wear for the duration of the mea-

surements if he/she was not already wearing a T-shirt, and was provided with a private

area to change into this T-shirt. The administrator of the measurement asked the subject

his/her age and gender and then measured the subject’s weight, height, and thorax dimen-

sions. Thorax dimensions were measured both at full inhale and full exhale, and included

chest circumference, waist circumference, chest breadth, and chest depth.

The ECG electrodes were affixed to the subject’s left and right upper arms and left

abdomen, and the piezoelectric respiratory effort belts were affixed on the subject’s abdo-

men and chest. The subject was then asked to sit in a chair for the measurements, and the
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antenna height was adjusted to be approximately level with the subject’s sternum. The

subject was asked to remain still, to refrain from scratching, talking, and any other motion

for the duration of each measurement if possible. Each measurement had a 90-second

duration. Two measurements were made at each range; ranges were 0.5 m, 1.0 m, 1.5 m,

and 2.0 m. The subject’s chair was not moved and the equipment, all on a cart, was moved

to vary the range. The range was measured with a measuring tape from the subject’s ster-

num to the antenna. Additionally, after two measurements at the 0.5 m range, the

administrator asked the subject if he/she was comfortable holding his/her breath for a por-

tion of the measurement. If the answer was yes, the subject was instructed to breathe

normally for the first 15 seconds of the measurement, after which the subject was

instructed to hold his/her breath when ready. The subject was instructed to end the breath

hold whenever breath-holding became uncomfortable or when instructed to do so. The

administrator timed the breath hold, and instructed the subject to end the breath hold after

30 seconds if the subject was still holding his/her breath at that time.

Circulator

Patch
antenna

PC
with

MATLAB

RFout

RFin

Tektronix 412 ECG

Instrumentation
Amplifiers

I
Q
ECG

Ab
Ch

ADC

Abdominal Strap

Chest Strap

Analog ECG

Radar
System

Figure 6.3. Block diagram of experimental setup for human subjects method comparison study.
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When the measurements were completed, the subject was instructed to remove the ref-

erence sensors. Then the subject was provided with a private area to change back into his

or her shirt if necessary.

6.3.1.2 Doppler Radar System

The radio frequency radar electronics are on the single chip described in Chapter 4,

operating at 2.2 GHz, and baseband electronics are on a printed circuit board. A commer-

cially available antenna designed for use in the bands of operation was used, and the

effective isotropic radiated power of 6 mW is similar to or lower than that used in many

wireless consumer electronics products operating in this band, including wireless network

cards, cordless telephones, and video infant monitors, and well below the FCC limit for

consumer electronics devices in this band. 

Figure 6.4 shows a block diagram of the radar system. The microwave portion consists

of the on-chip radio, a circulator, and an antenna. The antenna used is an Antenna Special-

ists ASPPT 2988 patch antenna, with 60º by 80º beamwidth and 6 dBi gain. The antenna is

used in conjunction with a Pasternack PE8401 circulator to isolate the received signal

from the transmitted signal. The baseband portion of the system, described in detail in
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Figure 6.4. Radar system block diagram. 
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Appendix E, consists of two channels, each with a differential-to-single-ended converter

followed by a dc-blocking amplification and filtering stage and an anti-aliasing low-pass

filter. Each baseband channel uses a Burr Brown INA105 precision differential amplifier

(Texas Instruments, Dallas, TX) and a Texas Instruments OPA4132 quad FET-input oper-

ational amplifier (Texas Instruments, Dallas, TX), provides 40 dB gain, and passes 0.2 Hz

to 20 Hz. A 16-bit National Instruments 6036E NIDAQ PCMCIA card (National Instru-

ments, Austin, TX) was used with a PC for digitization at 100-Hz sampling rate, and

custom MATLAB software performs digital signal processing (DSP). The baseband board

also includes power circuitry so that the board and the CMOS chip can be powered with a

single battery. The signal conditioning board operates at +/- 5V and the CMOS chip oper-

ates at 3V with an oscillator tuning voltage of 3.5 V. A Power-Sonic PS-628 rechargeable

lead-acid battery (Powersonic Corporation, Redwood City, CA) was used to power the

board. 

The signal source is a voltage-controlled oscillator (VCO) that delivers a 1-dBm

2.2-GHz signal to the RFout port, provides the LO, and consumes 40 mW. The external LO

port (EXT LO) was terminated for the measurements since the internal oscillator was used

for all measurements. The next block in the local oscillator (LO) path is a passive resis-

tor-capacitor network (RCCR) that is used to split the LO signal into the I and Q channels,

which have a 90o phase difference. In each receiver chain, the LO is amplified and con-

verted from a single-ended to a differential signal with an active balun-amplifier (buffer).

Each balun-amplifier dissipates 15 mW. The RF input signal is divided into the two

receiver chains, and each has an active balun-amplifier for single to differential conver-

sion. The double-balanced ring mixer is fully passive. Use of a balanced mixer avoids

even-order distortion; this is especially important in a direct-conversion architecture, as

even-order distortion creates interference at the baseband signal. Additionally, a passive

mixer decreases 1/f noise that can be limiting in homodyne systems that have data near dc.

This circuit draws a total of 100 mW. 

The chip was fabricated with the Agere Systems 0.25-µm CMOS process with 5 metal

levels, including a 3-µm thick top-level metal providing an inductor quality factor of 8-10.
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The chip has a size of 4.3 mm by 3.8 mm, and is packaged in the Amkor exposed pad

TQFP-48 package with a 7 mm by 7 mm body size.

6.3.1.3 Digital Signal Processing

The digital signal processing filters the signals to remove noise and to isolate the Dop-

pler heart signal from the respiration signal, combines signals from different channels,

determines the rate of the signal, and smooths the output rate. The system is illustrated in

Figure 6.5. The first DSP step is to isolate the heart signal from the combined heart and

respiration signals with a 400-tap Kaiser high pass filter with β of 6.5 and a cutoff of 0.6

Hz. The heart signals are then lowpass filtered to remove out-of-band noise with a 20-tap

Kaiser filter having a β of 6.5 and a 20-Hz cutoff. The I and Q signals are then combined

by projecting them onto the first principal component after principal component analysis.

The delay introduced by the filters is corrected so the time scale is the same for all chan-

nels. The Doppler heart rate is calculated every 0.5 seconds; the signal in a 8-second

Hamming window is autocorrelated, and the local maxima that would indicate a rate

between 30 beats per minute and 120 beats per minute is used to calculate the heart rate.

The heart rate from the electrocardiogram is determined by extracting the R waves using a

wavelet-based algorithm and inverting the mean of the inter-beat interval in an 8 second

window. The rates from both the ECG and the Doppler are then smoothed with an expo-

nential filter having an α value of 0.93. The exponential filter is:

(6.16)

where  is the input and  is the output of the filter.

The respiration is extracted from the combined heart and respiration signal. The respi-

ration signal is lowpass filtered with a 50-tap 1.5-Hz cutoff filter to remove out-of-band

noise. Then the I and Q signals are combined by projecting them onto the first principal

component after principal components analysis. The respiration rate is found by autocor-

relating the signal in an 18-second Hamming window, and finding the local maxima that

indicates a rate between 4 and 30 breaths per minute. The same rate-finding technique is

used for the chest and abdominal respiration straps, but the strap signals are combined

y t( ) 1 α–( )y t 1–( ) αx t( )+=

x t( ) y t( )
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with equal ratio combining rather than principal component analysis, are low-pass filtered

after they are combined rather than before, and have their dc offset removed since they do

not have dc-offset removal in the analog processing.

In communications applications, I and Q signals are often combined using an arctan-

gent technique since they are 90o out of phase, or alternatively described as the sine and

Figure 6.5. Signal processing block diagram. PCA represents principal components analysis, 
the technique used to combine the I and Q signals. ERC represents equal ratio 
combining, the technique used to combine the abdominal and chest respiratory 
effort belts. HPF indicates a highpass filter, LPF indicates a lowpass filter, DC 
Block indicates the removal of dc offset, “Rate Find” indicates a rate-finding step, 
“Smooth” indicates a smoothing of the rate, and “R Wave Detect” indicates that 
the timings of the ECG R waves are found.
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cosine of the phase modulation. However, when the phase is demodulated to a baseband

signal, as it is with the receiver architecture used in this system, there is significant data at

dc. Because the dc value is also affected by mismatches on the chip, signal feedthrough

from the transmitter to the receiver, and reflections from clutter, it is challenging to deter-

mine the dc value that is part of the data. Additionally, the large dc offsets make it

impossible to amplify the signal to a value where both the heart and respiration signals can

be digitized with sufficient resolution unless a 24-bit ADC is used. Therefore, the dc offset

is removed in analog signal conditioning in this study, making arctangent combining an

invalid option.

Since the arctangent approach is not valid, a data-driven approach is used. Principal

component analysis is a method of transposing multi-dimensional data to a single dimen-

sion, suppressing redundant information and maximizing the variance in the data. First,

any dc offset is removed from the data, and the covariance matrix between the I and Q

channels is found. The I and Q data is then projected onto the eigenvector of the covari-

ance matrix with the largest eigenvalue. Details on this technique can be found in Joliffe

[188] and in Chapter 7.

Equal-ratio combining [181] involves adding the two sources of data after ensuring

they are in phase. This diversity combining technique was used for the chest and abdomi-

nal straps.

6.3.1.4 Control Measurements

The control measurement for the heart rate is a three-lead ECG with LA and RA elec-

trodes affixed to the left and right arms, and the LL electrode affixed to the left side of the

abdomen. A Tektronix 412 ECG display and amplifier (Tektronix, Richardson, TX) was

used for isolation and signal conditioning; its analog output was digitized simultaneously

with the Doppler signal. Commercially available, FDA approved button-style ECG elec-

trodes were used.
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The control measurements for respiration were taken using Dymedix piezoelectric res-

piratory effort straps (Dymedix, Minneapolis, MN). The straps were connected to a signal

conditioning circuit of instrumentation amplifiers.

6.3.1.5 Signal Delay

The delay from the RF output to the antenna and to the RF input was measured with a

HP 8714C RF Network Analyzer. The cables, circulator, and antenna were kept in their

experimental configuration, but removed from the RF circuit board. They were attached to

the network analyzer, and the delay was measured at frequencies between 1 and 3 GHz.

The delay in the spectral regions where the antenna does not transmit effectively was 5 ns.

Since most of the signal is reflected at the antenna interface at these frequency regions, but

is still in the effective range of the circulator, this value was taken to be the delay.

6.3.2 Human Subjects

Seven women and 15 men were measured in this study. The age of the subjects ranged

from 19 to 67, with a mean age of 34. The body mass index of the subjects ranged from

18.3 to 31.4, with a mean BMI of 24.3. The average resting heart rate varied from 43.2 to

93.6 beats per minute, with a mean of 70.4 beats per minute, and the respiration rates var-

ied from 4.8 to 21.0 breaths per minute with a mean of 12.8 breaths per minute. The

subject data is listed in Table 6.1, and the methods used to make the measurements are

described in the following section. 
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Table 6.1: Measured and Collected Subject Data. “Num” is the 4-digit subject number. “Age” and 
“Gen” are the subject’s age and gender as reported by the subject. “Ht” and “Wt” are 
the subject’s measured height in cm and weight in kg, and “BMI” is the subject’s body 
mass index, calculated as Wt/Ht2, with the weight in kg and the height in m. “CB,” 
“CD,” “WC,” and “CC” are the subject’s chest breadth, chest depth, waist 
circumference, and chest circumference, all measured at exhale. “HR” and “RR” are 
the subject’s average heart and respiration rates.

Num Age Gen Ht
[cm]

Wt
[kg]

BMI
[kg/m2]

CB
[cm]

CD
[cm]

WC
[cm]

CC
[cm]

HR
[bpm]

RR
[rpm]

0353 30 M 178 98.3 31.0 32 23 103.5 102 69.9 20.8
1315 31 M 173 72.3 24.2 28 19 87.4 86.5 61.3 14.2
1738 26 F 152 44.6 19.3 22 15 63 68 73.5 16.5
2469 30 M 180 70.2 21.7 26 17 80 84 75.7 13.7
1436 28 M 176.5 64.9 20.8 25 18 70 82.5 68.0 10.8
2393 47 M 185.5 103.5 30.1 32 22 100.5 105 79.6 13.5
3343 29 F 170 53 18.3 24 16 66 68.5 75.7 12.0
3971 28 F 178 67 21.1 26 17 73.5 76.5 74.9 15.0
4062 31 M 166.5 82.7 29.8 30 19 95 96.5 45.7 12.6
4665 46 F 173 67.7 22.6 24 14 69 72 68.2 15.0
4729 28 M 165 70.1 25.7 20 19 84 90.5 64.7 12.7
4988 54 M 178 87.5 27.6 31 22 96 99.5 79.1 8.0
5617 30 M 170 68.8 23.8 28 20 84 91.5 62.1 9.9
6792 34 M 185 65.9 19.3 36 18 74 82 70.9 9.1
6238 31 M 188 94.7 26.8 30 20 96.5 97.5 76.5 4.8
7371 67 M 180 84 25.9 28 24 90 94 57.4 11.3
7683 35 F 162.5 68.9 26.1 25 17 75.5 82 69.7 11.4
8497 23 F 167.5 64 22.8 24 18 75.5 75 76.9 15.1
8980 35 F 162.5 55.8 21.1 25 16 18.5 70 81.0 12.1
9674 23 M 185.5 108 31.4 32 22 104 105 93.6 21.0
9831 44 M 188 95.7 27.1 30 21 93 96.5 43.2 10.7
9882 19 M 167.5 52.9 18.9 26 14 79 69 82.2 12.1

Avg 34.0 174.2 74.6 24.3 27.5 18.7 80.8 86.1 70.4 12.8

StdD 11.2 9.5 17.4 4.2 3.9 2.9 18.6 12.5 11.4 4.0
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6.3.3 Measurements of Human Subjects

6.3.3.1 Weight

The subject’s body weight was measured on a strain-gauge based digital scale with

clothing on.

6.3.3.2 Chest Circumference

The chest circumferences were measured with a 0.7 cm wide measuring tape. The sub-

ject was instructed to stand erect, with his/her feet at shoulder width, and with the arms out

enough to allow the passage of the tape around the chest. Once the tape was around the

chest, the subject was instructed to lower his/her arms to their natural position at his/her

side. The chest circumference was measured at the level of the bottom of the sternum,

both at the end of a normal inspiration and at the end of a normal expiration [183].

6.3.3.3 Chest Breadth

The chest breadth was measured with Lafayette 01440 chest-depth calipers (Lafayette

Instrument Co., Lafayette, IN). The subject was instructed to stand erect, with the feet at

shoulder width and the arms far enough out to allow access to the measurement site with

the calipers. The tips of the calipers were placed on the sixth ribs with the measurer's fin-

gers beneath the caliper tips to prevent them from slipping into the intercostal spaces

[196]. Very light pressure was applied and the chest breadth was measured at the end of a

normal inspiration and at the end of a normal expiration.

6.3.3.4 Chest Depth

The chest depth was measured with Lafayette 01440 chest depth calipers (Lafayette

Instrument Co., Lafayette, IN). The subject was instructed to stand erect, with the feet at

shoulder width and the arms at the sides. One tip of the calipers was placed on the sternum

in the midline at the level of the fourth costo-sternal junction [196]. The other tip was

placed on the spinous process of the vertebra that is in the same horizontal plane. Mea-
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surements were made at the end of a normal inspiration and at the end of a normal

expiration.

6.3.3.5 Waist Circumference

Waist circumference was measured with a 0.7 cm wide measuring tape. The subject

was instructed to stand erect with the abdomen relaxed, the arms at the sides, and the feet

together. The tape was placed around the subject, in a horizontal plane and at the level of

the natural waist or the narrowest part of the torso [183]. If the subject’s waist was not well

defined, the smallest horizontal circumference between the ribs and the iliac crest was

measured [183]. Measurements were made at the end of a normal inspiration and at the

end of a normal expiration, without the tape compressing the skin. 

6.3.3.6 Body Mass Index

Body mass index (BMI) is used as a proxy for total body fat. This is the most com-

monly used estimate of body type, largely because weight and height are easy to measure,

highly consistent, and require minimal expenditure on equipment. Its performance can be

improved by allowing for age and gender, but not frame size [192]. The BMI does not sep-

arate the moderately obese from the muscular individual, nor does it take into account the

changing composition with age [192]. Although some researches believe that a power

other than two, or different powers for men and women, or different powers for different

ages improves the accuracy of BMI as a measure of body fat [177, 192], a power of two is

used for all subjects in this study, as is common in practice [191, 192].

A BMI below 18.5 is considered underweight, a BMI between 18.5 and 24.9 is consid-

ered normal, a BMI between 25.0 and 29.9 is considered overweight, and a BMI over 30 is

considered obese [191]. 
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6.3.4 Analysis of Human Subjects Data

6.3.4.1 Bland-Altman Analysis for Method Comparison

The Bland-Altman analysis technique for method comparison involves plotting the

difference between the two methods’ measurement values against the average of the two

measurements. This plot is more informative than plotting the results of one measurement

vs. the other measurement because the data is better spread out and it is easy to assess bias

and variation of the measurements [178].The standard measurement should not be consid-

ered error free, even when referred to as the “gold standard” [180], so it is important not to

plot the difference against the “gold standard,” to avoid introducing a bias into the mea-

surement, as discussed in [179]. 

The mean difference is then an estimate of the average bias of one method relative to

the other. Assuming the measurement error has a gaussian distribution about the bias, it is

easy to calculate the 95% confidence intervals for the difference between the two methods

of measurement. The bias, , is calculated as the mean of the difference between the two

measurements. The standard deviation of the differences, , is also calculated. For a

gaussian distribution, the 95% confidence intervals are at  [180]. 

For Bland-Altman analysis, the sample size needs to be sufficiently large for the limits

of agreement to be estimated well. The variance in the 95% confidence interval limits

depends on the standard deviation of the difference between the methods and the sample

size:

(6.17)

where  is the number of samples [180]. With 22 samples, the error is 0.37 times the stan-

dard deviation. 

The Bland-Altman statistics are calculated for 60 seconds from each measurement,

starting after 22 seconds, so that the filters and exponential average had time to load. 

d

sd

d 1.96sd±

1.72sd

n
---------------

n



210 6:   Human Testing Results
6.3.4.2 Signal-to-Noise Ratio

The signal-to-noise ratio of the heart signal is calculated from the power spectral den-

sity of the Doppler signal. The average rate of the ECG signal is determined to be the

center of the signal, and the power within 10 beats per minute of the center is considered

to be the signal power, with all power outside this window considered to be the noise

power. The same technique is used for the respiration, but the signal is the power within 6

breaths-per-minute of the rate from the belts, and if the rate is below 6 breaths per minute,

the minimum rate is 0.1 breaths per minute and the maximum rate is 12.1 breaths per

minute.

6.3.4.3 Statistical Analysis: Correlation Coefficient

Since theory indicates that the signal-to-noise ratio is directly proportional to the cross

sectional area, it is desirable to measure the relationship between the subject-size variables

and the SNR at each range. This is done with the correlation coefficient and linear

regression.

The correlation coefficient describes the degree of association between two random

variables. The Pearson correlation coefficient, the correlation coefficient for a sample

rather than the entire population, is calculated for variables  and , as:

 , (6.18)

where  is the number of elements in both  and , and  and  are the standard devi-

ations of  and , respectively [189]. The correlation coefficient is always between -1

and +1, with a value of 0 indicating no correlation and a value of ±1 indicating that the two

variables are proportional to each other, with the sign indicating whether the variables are

directly proportional or inversely proportional.

The statistical significance of the correlation is assessed with the p-statistic. This sta-

tistic indicates the likelihood of randomly getting a correlation coefficient as large as the
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observed value if there was actually no correlation between the values. For example, if the

p-value is 0.03, that means that there is a 3% chance that the observed correlation would

occur if the two variables were uncorrelated.

6.3.4.4 Statistical Analysis: Linear Regression

When measuring the size of a subject, it is expected that an increase in one dimension

will indicate an increase in another dimension. Various measures of the size of a subject

are expected to show dependencies; these dependencies are physiological properties and

are expected to be present. Multicollinearity is a term used to indicate that nearly linear

relationships exist between the explanatory variables, or a linear function of the variables

is nearly equal to zero [193, 195]. When multicollinearity exists, precise estimation of the

parameters for each variable is not possible [195], and using regression to identify the

important variable is almost ensured to produce inadequate results [193]. 

When multicollinearity exists in a set of predictor variables, only a subset of the vari-

ables can be used. There is a large body of work on selection of these variables [187, 190],

but no definitive answer on the best way to select the subset of variables, other than an

exhaustive search of all permutations of variables [190]. Even with an exhaustive search it

is not straightforward to choose a test for the “best” subset [187]. Principal components

linear regression is often used when there are multicollinear variables, and while this anal-

ysis works well for prediction in some cases, it does not work well for determining

parametric values for purposes of description [188].

Variables were selected for multiple linear regression using the principal components

analysis technique described by Joliffe [188]. Principal components analysis is performed

on all variables, and the last principal component is associated with the variable that has

the greatest projection onto it. That variable is eliminated, and principal components anal-

ysis is then performed on the remaining variables. This process is iterated until the desired

number of variables is reached. This analysis resulted in the selection of height, waist cir-

cumference, and age for multiple linear regression with the SNR.
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Single variable linear regression is performed on the variables and combinations of

variables that were shown to be significantly correlated with the SNR for at least two

ranges. Significant correlation is defined as p ≤ 0.10, or 90% confidence.

The coefficient of determination, R2, is a measure of how well the linear model fits the

data. It indicates how much of the variability is accounted for in the linear relationship and

how much is just noise. For example, if the value for R2 is 0.23, it means that 23% of the

variation of the dependent variable is described by the linear relationship with the inde-

pendent variable(s). For single-variable linear regression, this is the square of the

correlation coefficient, r.

6.4 Results

6.4.1 Human Subjects Heart and Respiration Signals and Rates

The data collected from subject 4062 is shown in Figures 6.6 - 6.13. For each range,

the 60-second traces that were used for Bland-Altman rate comparison are shown. These

traces are the combined I and Q heart and respiration signals from the Doppler radar, the

ECG signal, and the combined chest and abdomen respiratory effort straps. This subject

was chosen because his low heart rate (average 46 beats per minute) makes the heart sig-

nal easier for the reader to view, and because the 31-year-old male’s body shape and size

were not at the extremes of this subject population in any dimension. 
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Figure 6.6. Data from Subject 4062 at 0.5 m. The top trace is the combined heart signal from 
the Doppler radar, the second trace is the combined respiration signal from the 
Doppler radar, the third trace is the ECG, and the bottom trace is the combined 
respiration signal from the straps.
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Figure 6.7. Heart and respiration rates from Subject 4062 at 0.5 m. The mean difference 
between the ECG heart rate and the Doppler heart rate was 0.030 beats per 
minute and the standard deviation of the difference was 0.292 beats per minute. 
The mean difference between the strap respiration rate and the Doppler respiration 
rate was 0.029 breaths per minute and the standard deviation of the difference was 
0.263 breaths per minute.
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Figure 6.8. Data from Subject 4062 at 1.0 m. The top trace is the combined heart signal from 
the Doppler radar, the second trace is the combined respiration signal from the 
Doppler radar, the third trace is the ECG, and the bottom trace is the combined 
respiration signal from the straps.
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Figure 6.9. Heart and respiration rates from Subject 4062 at 1.0 m. The mean difference 
between the ECG heart rate and the Doppler heart rate was 2.61 beats per minute 
and the standard deviation of the difference was 2.195 beats per minute. The mean 
difference between the strap respiration rate and the Doppler respiration rate was 
-0.720 breaths per minute and the standard deviation of the difference was 1.769 
breaths per minute.
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Figure 6.10. Data from Subject 4062 at 1.5 m. The top trace is the combined heart signal from 
the Doppler radar, the second trace is the combined respiration signal from the 
Doppler radar, the third trace is the ECG, and the bottom trace is the combined 
respiration signal from the straps.
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Figure 6.11. Heart and respiration rates from Subject 4062 at 1.5 m. The mean difference 
between the ECG heart rate and the Doppler heart rate was 0.821 beats per 
minute and the standard deviation of the difference was 1.925 beats per minute. 
The mean difference between the strap respiration rate and the Doppler respiration 
rate was -1.144 breaths per minute and the standard deviation of the difference 
was 1.722 breaths per minute.
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Figure 6.12. Data from Subject 4062 at 2.0 m. The top trace is the combined heart signal from 
the Doppler radar, the second trace is the combined respiration signal from the 
Doppler radar, the third trace is the ECG, and the bottom trace is the combined 
respiration signal from the straps. 
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6.4.2 Overall Accuracy of Heart and Respiration Rates

The Bland-Altman plots shown in Figures 6.14 through 6.21 and statistics listed in

Tables 6.2 and 6.3 show the heart and respiration rates measured for 22 subjects every half

second over a 60 second interval. There are 120 rate measurements displayed per subject.

6.4.2.1 Heart Rate Accuracy

Bland-Altman plots are shown for all heart rate data collected at each range in this sec-

tion. There are 120 points plotted for each of the 22 subjects; the rates were calculated

every 0.5 seconds over a 60-second interval. The Bland-Altman graph plots the difference

between the heart rates found with the Doppler system and the ECG vs. the mean of the

rates. Table 6.2 shows the mean and standard deviation of the difference between the rates

for each subject at each range. 
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Figure 6.13. Heart and respiration rates from Subject 4062 at 2.0 m. The mean difference 
between the ECG heart rate and the Doppler heart rate was 0.786 beats per 
minutes and the standard deviation of the difference was 3.701 beats per minute. 
The mean difference between the strap respiration rate and the Doppler respiration 
rate was -0.306 breaths per minute and the standard deviation of the difference 
was 3.354 breaths per minute.
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At 0.5 m, the heart rate measurements from the combined radar signal are between

7.04 beats per minute above and 7.00 beats per minute below the rate measured with the

ECG with 95% confidence. The difference between heart rates calculated with the com-

bined radar signal and the ECG has a mean of 0.02 beats per minute and a standard

deviation of 3.58 beats per minute. 

Figure 6.14. Bland-Altman plot of heart rate measured with Doppler radar at 0.5 m range and 
ECG, for all subjects.
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At 1.0 m, the heart rate measurements from the combined radar signal are between

11.18 beats per minute above and 9.59 beats per minute below the rate measured with the

ECG with 95% confidence. The difference between heart rates calculated with the com-

bined radar signal and the ECG has a mean of 0.80 beats per minute and a standard

deviation of 5.30 beats per minute. 

Figure 6.15. Bland-Altman plot of heart rate measured with Doppler radar at 1.0 m range and 
ECG for all subjects.
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At 1.5 m, the heart rate measurements from the combined radar signal are between

19.74 beats per minute above and 16.74 beats per minute below the rate measured with the

ECG with 95% confidence. The difference between heart rates calculated with the com-

bined radar signal and the ECG has mean of 1.50 beats per minute and a standard

deviation of 9.31 beats per minute. 

Figure 6.16. Bland-Altman plot of heart rate measured with Doppler radar at 1.5 m range and 
ECG for all subjects 
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At 2.0 m, the heart rate measurements from the combined radar signal are between

25.90 beats per minute above and 16.15 beats per minute below the rate measured with the

ECG with 95% confidence. The difference between heart rates calculated with the com-

bined radar signal and the ECG has mean of 4.88 beats per minute and a standard

deviation of 10.73 beats per minute.

Figure 6.17. Bland-Altman plot of heart rate measured with Doppler radar at 2.0 m range and 
ECG for all subjects.
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6.4.2.2 Respiration

As it was for the heart data in the previous section, this section shows the Bland-Alt-

man plots in Figures 6.18 to 6.21 for all respiration data collected at each range, and lists

Bland-Altman statistics for this data in Table 6.3. Each plot includes 120 points per sub-

ject, indicating the rates calculated each 0.5 second for 60 seconds. Table 6.3 shown the

Table 6.2: Bland-Altman Data for Each Subject’s Heart Measurement. “Mean” indicates the 
mean of the difference between the heart rate found with the Doppler system and 
that found with the ECG. “Std dev” indicates the standard deviation of the difference 
between the rates. The units are beats per minute.

Subject 
Number

0.5 m 1.0 m 1.5 m 2.0 m

mean std dev mean std dev mean std dev mean std dev

0353 -0.439 0.267 -0.299 0.676 0.299 2.368 1.884 4.867
1315 4.706 1.996 7.53 2.746 10.027 4.3322 14.881 5.0618
1738 3.061 1.065 1.586 0.927 5.306 7.132 14.070 7.539
2469 -1.174 1.429 -1.018 1.495 1.277 5.236 1.175 6.093
1436 0.0159 0.172 -0.299 0.323 1.641 2.485 0.863 5.727
2393 0.480 1.039 -4.510 4.060 -2.221 4.866 -2.158 2.082
3343 -2.235 2.001 -0.549 1.628 0.904 3.224 1.958 6.066
3971 -0.399 0.463 -0.264 0.298 1.042 1.142 3.997 8.894
4062 0.030 0.292 2.610 2.195 0.821 1.9253 0.786 3.701
4665 0.453 0.246 0.216 1.508 16.382 11.02 6.376 8.000
4729 0.7296 0.7858 10.494 10.088 4.275 2.1082 26.882 8.622
4988 -0.207 3.888 -0.947 1.416 -6.633 6.599 -8.407 5.025
5617 3.541 1.492 1.906 3.274 7.034 7.246 12.636 5.538
6792 -1.938 1.169 -0.644 1.295 1.285 3.124 1.361 1.361 
6238 -1.330 0.769 -0.973 1.111 -2.482 7.237 5.482 9.011
7371 0.323 1.574 6.861 5.499 14.162 7.395 15.547 3.076
7683 0.485 0.654 1.088 1.287 14.216 7.137 15.180 8.161
8497 1.666 4.632 -1.227 7.565 -0.096 3.713 5.640 9.194
8980 -0.592 2.049 -5.185 3.790 -7.028 4.563 -8.719 5.881
9674 -11.43 3.761 -5.179 4.140 -17.63 6.295 -5.382 4.746
9831 1.848 2.126 4.730 3.931 0.0387 1.155 3.492 3.349
9882 2.849 0.680 3.176 1.673 -6.196 4.272 3.583 3.317
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mean and standard deviation of the difference between the respiration rates found with the

Doppler system and the respiratory effort belts.

At 0.5 m, the respiration rate measurements from the combined radar signal are

between 4.75 breaths per minute above and -4.01 breaths per minute below the rate mea-

sured with the abdomen and chest straps with 95% confidence. The difference between

respiration rates calculated with the combined radar signal and the abdomen and chest

straps has a mean of 0.37 breaths per minute and a standard deviation of 2.23 breaths per

minute. 

Figure 6.18. Bland-Altman plot of respiration rate measured with Doppler radar at 0.5 m range 
and respiratory effort belts for all subjects.
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At 1.0 m, the respiration rate measurements from the combined radar signal are

between 4.32 breaths per minute above and -4.78 breaths per minute below the rate mea-

sured with the abdomen and chest straps with 95% confidence. The difference between

respiration rates calculated with the combined radar signal and the abdomen and chest

straps has a mean of -0.23 breaths per minute and a standard deviation of 2.32 breaths per

minute. 

Figure 6.19. Bland-Altman plot of respiration rate measured with Doppler radar at 1.0 m range 
and respiratory effort belts for all subjects.
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At 1.5 m, the respiration rate measurements from the combined radar signal are

between 4.44 breaths per minute above and -5.06 breaths per minute below the rate mea-

sured with the abdomen and chest straps with 95% confidence. The difference between

respiration rates calculated with the combined radar signal and the abdomen and chest

straps has a mean of -0.31 breaths per minute and a standard deviation of 2.42 breaths per

minute. 

Figure 6.20. Bland-Altman plot of respiration rate measured with Doppler radar at 1.5 m range 
and respiratory effort belts for all subjects.
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At 2.0 m, the respiration rate measurements from the combined radar signal are

between 7.12 breaths per minute above and 10.53 breaths per minute below the rate mea-

sured with the abdomen and chest straps with 95% confidence. The difference between

respiration rates calculated with the combined radar signal and the abdomen and chest

straps has a mean of -1.70 breaths per minute and a standard deviation of 4.50 breaths per

minute. 

Figure 6.21. Bland-Altman plot of respiration rate measured with Doppler radar at 2.0 m range 
and respiratory effort belts for all subjects.
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6.4.3 Signal-to-Noise Ratio vs. Range 

The signal-to-noise ratio was calculated for the heart and respiration traces for each

subject at each range, and this data is shown in Table 6.4. The average signal-to-noise

ratios at 0.5 m, 1.0 m, 1.5 m, and 2.0 m are shown for heart and respiration in Figure 6.22

and Figure 6.23, respectively. 

Table 6.3: Bland-Altman Data for Each Subject’s Respiration Measurement. “Mean” indicates 
the mean of the difference between the respiration rate found with the Doppler 
system and that found with the respiratory effort belts. “Std dev” indicates the 
standard deviation of the difference between the rates. The units are breaths per 
minute.

Subject 
Number

0.5 m 1.0 m 1.5 m 2.0 m

mean std dev mean std dev mean std dev mean std dev

0353 0.903 1.294 0.0159 0.673 1.134 0.950 -10.60 5.765
1315 4.073 1.741 -0.511 1.045 -2.085 2.253 -4.770 3.816
1738 -0.027 1.053 0.397 0.282 0.0320 0.362 -1.879 2.195
2469 1.2702 1.536 1.9721 1.524 1.6333 1.6606 5.2136 2.9964
1436 0.290 0.715 0.902 1.579 0.606 0.530 -0.389 1.793
2393 -1.283 1.837 -0.677 1.830 -1.450 1.601 -1.436 1.971
3343 5.171 3.117 -1.381 3.085 3.877 1.560 2.052 3.606
3971 -0.804 1.055 -0.180 0.374 -0.251 0.545 -1.920 1.883
4062 0.029 0.263 -0.720 1.769 -1.144 1.722 -0.306 3.354
4665 1.736 1.451 -0.071 0.551 -0.130 0.924 0.932 1.290
4729 0.340 0.409 0.0404 0.465 -0.324 0.894 -1.681 1.511
4988 0.266 0.430 0.155 0.377 0.770 0.887 1.773 3.643
5617 -0.050 0.206 -0.028 0.275 -1.130 0.994 -0.194 0.414
6792 0.050 0.149 0.039 0.191 -0.186 0.154 -0.045 0.414
6238 0.077 0.165 0.060 0.208 1.143 1.292 0.502 0.721
7371 -0.856 2.204 -0.832 1.735 -0.228 0.337 -0.435 0.545
7683 -0.050 0.231 0.330 0.920 -0.055 0.645 -2.213 1.440
8497 -1.997 2.706 1.123 4.374 1.391 2.662 -0.522 3.136
8980 0.728 0.761 -2.723 3.193 -3.490 3.469 1.898 7.739
9674 -0.051 0.333 1.966 2.923 0.862 0.581 -4.842 6.444
9831 0.213 0.494 0.602 0.995 -0.535 0.575 -0.698 0.925
9882 0.277 0.832 1.255 2.362 -0.015 0.286 1.025 2.428
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The plots are shown with the theoretical signal-to-noise ratios calculated with equation

(6.15) and displayed in Figure 6.1. Error bars represent the standard error, or the standard

deviation divided by the square root of the number of data points. For the theoretical plots,

the RCS-RMS motion product is 500 mm4 for respiration and 2.25 mm4 for the heart. The

Table 6.4: Doppler Signal-to-Noise Ratio for Each Subject’s Heart and Respiration 
Measurements. 

Subject 
Number

0.5 m 1.0 m 1.5 m 2.0 m

Heart Resp Heart Resp Heart Resp Heart Resp

0353 0.94 20.00 0.91 12.91 0.18 6.95 0.16 0.34
1315 0.18 11.38 0.35 6.23 0.15 3.69 0.11 1.16
1738 1.07 2.87 0.58 4.83 0.09 2.48 0.09 0.58
2469 0.76 4.92 0.45 3.77 0.36 5.14 0.27 6.65
1436 1.79 47.55 0.75 7.87 0.21 15.24 0.19 4.89
2393 1.27 4.92 0.27 3.77 0.19 5.13 0.26 6.65
3343 0.83 2.59 0.39 1.48 0.28 1.37 0.11 1.40
3971 1.28 2.14 0.74 2.68 0.94 2.27 0.12 0.87
4062 2.88 21.15 0.61 4.20 0.47 5.08 0.33 2.68
4665 3.64 11.60 0.44 7.29 0.18 2.66 0.15 5.62
4729 0.86 7.37 0.20 7.88 0.19 5.81 0.07 2.42
4988 0.73 9.34 0.62 30.02 0.17 9.24 0.16 2.79
5617 0.41 29.16 0.26 16.68 0.05 4.02 0.18 18.65
6792 0.74 5.13 0.64 9.98 0.36 6.85 0.20 3.49
6238 0.89 29.16 0.44 16.68 0.12 1.30 0.20 18.65
7371 0.55 3.00 0.11 3.02 0.12 12.19 0.19 5.43
7683 0.81 15.6 0.54 12.97 0.17 6.65 0.09 2.95
8497 0.36 1.88 0.58 0.94 0.25 4.14 0.11 1.35
8980 0.48 2.88 0.32 0.89 0.17 0.73 0.15 0.55
9674 0.63 21.04 0.58 9.99 0.13 7.90 0.22 0.74
9831 0.60 1.83 0.17 7.02 0.31 3.54 0.19 3.06
9882 1.88 3.06 0.82 0.68 0.22 1.18 0.20 1.70

Average 1.07 11.75 0.49 7.81 0.24 5.16 0.17 4.21

Standard 
Deviation 0.83 11.93 0.22 6.92 0.18 3.64 0.06 5.07
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measured respiration SNR for does is far below the theoretical SNR. The best fit SNR will

be shown in the discussion section.

. 
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Figure 6.22. Measured and predicted signal-to-noise ratio vs. range for heart measurements.
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Figure 6.23. Measured and predicted signal-to-noise ratio vs. range for respiration 
measurements.
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6.4.4 Signal-to-Noise Ratio vs. Measured Parameters

6.4.4.1 SNR of Heart Measurements

The correlation coefficient was calculated between each measured parameter and the

calculated heart SNR at each range. These values are displayed in Table 6.5. Since the val-

ues are linear and the radar cross section is an area, the correlation coefficient was also

calculated between the products of the height and breadth or circumference parameters

and the SNR at each range, as is also shown in Table 6.5. Also, for the same reason, corre-

lation coefficients between the linear measurements and the square root of the heart SNR

were calculated, and are shown in Table 6.6

Chest and waist circumference and chest breadth are significantly correlated with

heart SNR only at the 2.0 m range. The correlation was higher when these variables were

multiplied by the height. The only other significant correlations with heart SNR are age at

1.0 m range and chest depth at exhale with 0.5 m range. It is thought that a truly significant

correlation between SNR and a parameter should occur at most or all ranges.

In this multiple regression analysis of age, height, and waist circumference, the models

and their R2 factors are as follows:

SNR(0.5 m) = 3.00 + 0.0061 * age - 0.0098 * height - 0.0052 * waist; R2 = 0.02

SNR(1.0 m) = 0.51 - 0.0100 * age + 0.0019 * height - 0.0000 * waist; R2 = 0.25

SNR(1.5 m) = -0.64 - 0.0026 * age + 0.0085 * height - 0.0061 * waist; R2 = 0.19

SNR(2.0 m) = -0.36 - 0.0005 * age + 0.0022 * height + 0.0017* waist; R2 = 0.32

When scaled factors were regressed, the dominant variable was not consistent between the

ranges.
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Table 6.5: Statistical Correlation Between Physical Parameters and Doppler Heart 
Signal-to-Noise Ratios at the Different Ranges. The statistical correlation between 
the variables is the covariance of the two variables divided by the standard deviation 
of each variable. The measure ‘r’ is the correlation coefficient, and ‘p’ is the p-value 
for testing the hypothesis of no correlation. Each p-value is the probability of getting 
a correlation as large as the ‘r’ value randomly if the true correlation is zero. 
Correlations with p-values ≤ 0.10, are in bold, indicating that there is at least 90% 
confidence in those correlations.

Correlation between Heart SNR and Parameter
Parameter 0.5 m 1.0 m 1.5 m 2.0 m

r p r p r p r p
Age 0.02 0.94 -0.50 0.02 -0.16 0.47 0.14 0.53
BMI -0.02 0.92 -0.11 0.62 -0.18 0.42 0.35 0.11

Height -0.13 0.57 -0.09 0.69 0.15 0.51 0.50 0.02
Weight -0.09 0.69 -0.13 0.56 -0.09 0.67 0.47 0.03

Chest Circumference, 
inhale

-0.13 0.55 -0.12 0.61 -0.21 0.35 0.51 0.02

Chest Circumference, 
exhale

-0.14 0.52 -0.12 0.61 -0.18 0.42 0.50 0.02

Waist Circumference, 
inhale

-0.11 0.62 -0.14 0.52 -0.23 0.31 0.50 0.02

Waist Circumference, 
exhale

-0.18 0.42 -0.13 0.57 -0.15 0.50 0.45 0.03

Chest Breadth, inhale 0.02 0.94 0.15 0.49 -0.05 0.82 0.60 0.00
Chest Breadth, exhale -0.09 0.69 0.08 0.73 -0.05 0.83 0.61 0.00
Chest Depth, inhale -0.34 0.13 -0.08 0.72 -0.26 0.24 0.31 0.16
Chest Depth, exhale -0.40 0.06 -0.24 0.28 -0.19 0.38 0.29 0.19

Height x Chest 
Circumference, inhale

-0.15 0.50 -0.12 0.59 -0.13 0.56 0.54 0.01

Height x Chest 
Circumference, exhale

-0.16 0.48 -0.12 0.59 -0.11 0.62 0.54 0.01

Height x Waist 
Circumference, inhale

-0.13 0.54 -0.15 0.51 -0.16 0.48 0.53 0.01

Height x Waist 
Circumference, exhale

-0.19 0.39 -0.13 0.55 -0.10 0.66 0.49 0.02

Height x Chest Breadth, 
inhale

-0.04 0.85 0.07 0.74 0.00 0.99 0.60 0.00

Height x Chest Breadth, 
exhale

-0.12 0.60 0.02 0.93 0.00 0.99 0.61 0.00
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6.4.4.2 SNR of Respiration Measurements

The correlation coefficient was calculated between each measured parameter and the

calculated heart SNR at each range. These values are displayed in Table 6.7. Since the val-

ues are linear and the radar cross section is an area, the correlation coefficient was also

calculated between products of the height and breadth or circumference parameters and

the SNR at each range, as is also shown in Table 6.7. Also, for the same reason, correla-

tion coefficients between the linear measurements and the square root of the heart SNR are

calculated, and shown in Table 6.8

Table 6.6: Statistical Correlation Between Physical Parameters and the Square Root of Doppler 
Heart Signal-to-Noise Ratios at the Different Ranges. The statistical correlation 
between the variables is the covariance of the two variables divided by the standard 
deviation of each variable. The measure ‘r’ is the correlation coefficient, and ‘p’ is 
the p-value for testing the hypothesis of no correlation. Each p-value is the 
probability of getting a correlation as large as the ‘r’ value randomly if the true 
correlation is zero. Correlations with p-values ≤ 0.10, are in bold, indicating that 
there is at least 90% confidence in those correlations.

Correlation between square root of Heart SNR and Parameter
Parameter 0.5 m 1.0 m 1.5 m 2.0 m

r p r p r p r p
Age -0.01 0.97 -0.54 0.01 -0.16 0.49 0.17 0.45
BMI -0.02 0.92 -0.11 0.62 -0.18 0.42 0.35 0.11

Height -0.13 0.57 -0.09 0.69 0.15 0.51 0.50 0.02
Weight -0.09 0.69 -0.13 0.56 -0.09 0.67 0.47 0.03

Chest Circumference, 
inhale

-0.11 0.62 -0.16 0.48 -0.20 0.37 0.52 0.01

Chest Circumference, 
exhale

-0.12 0.60 -0.16 0.49 -0.18 0.44 0.50 0.02

Waist Circumference, 
inhale

-0.18 0.42 -0.22 0.32 -0.22 0.32 0.50 0.02

Waist Circumference, 
exhale

-0.18 0.42 -0.16 0.47 -0.15 0.52 0.45 0.04

Chest Breadth, inhale 0.02 0.94 0.15 0.49 -0.05 0.82 0.60 0.00
Chest Breadth, exhale -0.08 0.71 0.05 0.81 -0.05 0.81 0.65 0.00
Chest Depth, inhale -0.34 0.13 -0.08 0.72 -0.26 0.24 0.31 0.16
Chest Depth, exhale -0.40 0.06 -0.24 0.28 -0.19 0.38 0.29 0.19
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Respiration SNR is positively correlated with all the size-related variables. Chest cir-

cumference, waist circumference, and chest depth at inhale had statistically significant

correlations with respiration SNR at 0.5 m, 1.0 m, and 1.5 m ranges. Chest circumference

and chest depth at exhale had statistically significant correlations with respiration SNR at

1.0 m and 1.5 m ranges. BMI, weight, waist circumference at exhale, chest breadth and

inhale and exhale had statistically significant correlations at 1.0 m only. Age had a statisti-

cally significant correlation at 1.5 m only. When the breadth and circumference

parameters were multiplied by the height to estimate the chest area, the correlations

between the parameters decreased from when the parameters were not multiplied by the

height. However, the height-waist circumference product had significant correlation at 0.5

m, 1.0 m, and 1.5 m. When the linear measurements were compared with the square root

of the SNR, the correlation coefficients were higher. No statistically significant correla-

tions were found for respiration SNR at the 2.0 m range.

Scattergrams with linear regression for each range are shown with grouped bar graphs

of the same data in Figures 6.24 to 6.27 for chest circumference, waist circumference,

chest depth, and the waist circumference-height product. The trends may be more readily

visible in grouped bar plots, so these are shown in addition to scattergrams.

In this multiple regression analysis of age, height, and waist circumference, the models

found and their R2 factors are as follows:

SNR(0.5 m) = -8.56 - 0.41 * age - 0.062 * height + 0.53 * waist; R2 = 0.30

SNR(1.0 m) = -11.37 + 0.07 * age - 0.007 * height + 0.21 * waist; R2 = 0.19

SNR(1.5 m) = -5.21 + 0.08 * age - 0.007 * height + 0.11 * waist; R2 = 0.25

SNR(2.0 m) = -23.1 + 0.0003 * age + 0.1417 * height + 0.0315 * waist; R2 = 0.10

When scaled versions of the parameters were used, the waist circumference was the pri-

mary factor and age the secondary factor at 0.5, 1.0, and 1.5 m. At 2.0 m, height was most

important, followed by waist circumference. Waist circumference had a positive value for

all ranges.
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A grouped bar graph showing the variation of SNR with gender is shown in

Figure 6.28. There is a statistically significant difference between the two groups, but this

was primarily due to statistically significant size differences between the groups.
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Table 6.7: Statistical Correlation Between Physical Parameters and Doppler Respiration 
Signal-to-Noise Ratios at the Different Ranges. The statistical correlation between 
the variables is the covariance of the two variables divided by the standard deviation 
of each variable. The measure ‘r’ is the correlation coefficient, and ‘p’ is the p-value 
for testing the hypothesis of no correlation. Each p-value is the probability of getting 
a correlation as large as the ‘r’ value randomly if the true correlation is zero. 
Correlations with p-values ≤ 0.10, are in bold, indicating that there is at least 90% 
confidence in those correlations.

Correlation between Respiration SNR and Parameter
Parameter 0.5 m 1.0 m 1.5 m 2.0 m

r p r p r p r p
Age -0.20 0.37 0.25 0.26 0.36 0.10 0.12 0.60
BMI  0.26 0.24 0.40 0.07 0.29 0.20 0.09 0.69

Height 0.15 0.52 0.25 0.26 0.27 0.22 0.31 0.16
Weight 0.24 0.28 0.39 0.07 0.31 0.16 0.20 0.36

Chest Circumference, 
inhale

0.36 0.10 0.53 0.01 0.48 0.02 0.28 0.21

Chest Circumference, 
exhale

0.32 0.14 0.49 0.02 0.40 0.07 0.28 0.22

Waist Circumference, 
inhale

0.40 0.06 0.43 0.05 0.44 0.04 0.23 0.30

Waist Circumference, 
exhale

0.23 0.31 0.44 0.04 0.27 0.22 0.21 0.35

Chest Breadth, inhale 0.30 0.17 0.44 0.04 0.26 0.24 0.20 0.37
Chest Breadth, exhale 0.24 0.27 0.40 0.07 0.19 0.49 0.21 0.36
Chest Depth, inhale 0.40 0.07 0.55 0.01 0.67 0.00 0.23 0.30
Chest Depth, exhale 0.20 0.37 0.42 0.05 0.53 0.01 0.19 0.41

Height x Chest 
Circumference, inhale

0.31 0.15 0.49 0.02 0.44 0.04 0.31 0.16

Height x Chest 
Circumference, exhale

0.29 0.19 0.45 0.03 0.38 0.07 0.31 0.16

Height x Waist 
Circumference, inhale

0.36 0.10 0.42 0.05 0.43 0.05 0.27 0.21

Height x Waist 
Circumference, exhale

0.22 0.33 0.42 0.05 0.28 0.20 0.25 0.26

Height x Chest Breadth, 
inhale

0.27 0.23 0.40 0.06 0.28 0.21 0.25 0.26

Height x Chest Breadth, 
exhale

0.22 0.31 0.38 0.08 0.22 0.31 0.25 0.25



6.4.   Results 239
 

Table 6.8: Statistical Correlation Between Physical Parameters and the Square Root of Doppler 
Respiration Signal-to-Noise Ratios at the Different Ranges. The statistical 
correlation between the variables is the covariance of the two variables divided by 
the standard deviation of each variable. The measure ‘r’ is the correlation 
coefficient, and ‘p’ is the p-value for testing the hypothesis of no correlation. Each 
p-value is the probability of getting a correlation as large as the ‘r’ value randomly if 
the true correlation is zero. Correlations with p-values ≤ 0.10, are in bold, indicating 
that there is at least 90% confidence in those correlations.

Correlation between square root of Respiration SNR and 
Parameter

Parameter 0.5 m 1.0 m 1.5 m 2.0 m
r p r p r p r p

Age -0.17 0.44 0.23 0.30 0.36 0.10 0.24 0.28
BMI 0.26 0.24 0.40 0.07 0.28 0.20 0.09 0.69

Height 0.15 0.52 0.25 0.26 0.27 0.22 0.31 0.16
Weight 0.24 0.28 0.39 0.07 0.31 0.16 0.20 0.37

Chest Circumference, 
inhale

0.42 0.05 0.57 0.01 0.54 0.01 0.31 0.16

Chest Circumference, 
exhale

0.40 0.07 0.54 0.01 0.47 0.03 0.29 0.20

Waist Circumference, 
inhale

0.45 0.03 0.46 0.03 0.47 0.03 0.23 0.30

Waist Circumference, 
exhale

0.32 0.15 0.28 0.02 0.36 0.10 0.19 0.40

Chest Breadth, inhale 0.30 0.17 0.44 0.04 0.26 0.24 0.20 0.37
Chest Breadth, exhale 0.30 0.17 0.39 0.07 0.23 0.31 0.18 0.43
Chest Depth, inhale 0.40 0.07 0.55 0.01 0.67 0.00 0.23 0.30
Chest Depth, exhale 0.20 0.37 0.42 0.05 0.52 0.01 0.19 0.41
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Figure 6.24. a) Scattergram of signal-to-noise ratio vs. chest circumference with a linear 
regression model for each range. The model for 0.5 m is: SNR=-16+32c with R2 of 
0.13. The model for 1.0 m is: SNR=-17+28c with R2 of 0.28. The model for 1.5 m 
is SNR=-5.3 + 12c with R2 of 0.22. The model for 2.0 m is: SNR=-5.9+11c with R2 
of 0.078. (SNR indicates the signal-to-noise ratio and c indicates the 
circumference in centimeters.) The chest circumference was measured at a full 
inhale. b) Grouped bar graph for the same data.

70-80, N=6 80-90, N=3 90-100, N=7 100-110, N=6
0

5

10

15

20

25

S
N

R
, R

es
pi

ra
tio

n 
M

ea
su

re
m

en
t

Chest Circumference at inhale [cm]

0.5 m
1.0 m
1.5 m
2.0 m

a

b



6.4.   Results 241
 

65 70 75 80 85 90 95 100 105
0

5

10

15

20

25

30

35

40

45

50

Waist Circumference [cm]

R
es

pi
ra

tio
n 

S
ig

na
l-t

o-
N

oi
se

 R
at

io
0.5 m
1.0 m
1.5 m
2.0 m

Figure 6.25. a) Scattergram of signal-to-noise ratio vs. waist circumference with a linear 
regression model for each range. The model for 0.5 m is: SNR=-20 + 0.38c with 
R2 of 0.16. The model for 1.0 m is: SNR=-12 + 0.23c with R2 of 0.18. The model 
for 1.5 m is SNR=-5.6 + 0.13 c with R2 of 0.20. The model for 2.0 m is: SNR=-3.6 
+ 0.092c with R2 of 0.05. (SNR indicates the signal-to-noise ratio and c indicates 
the circumference in centimeters.) The waist circumference was measured at a 
full inhale. b) Grouped bar graph for the same data.
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Figure 6.26. a) Scattergram of signal-to-noise ratio vs. chest depth with a linear regression 
model for each range. The model for 0.5 m is: SNR=-17.83 + 1.43d with R2 of 
0.15. The model for 1.0 m is: SNR=-15.87 + 1.15d with R2 of 0.30. The model for 
1.5 m is SNR=-10.08 + 0.74d with R2 of 0.45. The model for 2.0 m is: SNR=-3.08 
+ 0.35d with R2 of 0.053. (SNR indicates the signal-to-noise ratio and d indicates 
the chest depth in centimeters.) The chest depth was measured at a full inhale. b) 
Grouped bar graph for the same data.
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Figure 6.27. a) Scattergram of signal-to-noise ratio vs. height-waist circumference product with 
a linear regression model for each range. The model for 0.5 m is: SNR=-11+16x 
with R2 of 0.13. The model for 1.0 m is: SNR=-7.7+10x with R2 of 0.17. The model 
for 1.5 m is SNR=-3.2 + 5.6x with R2 of 0.18. The model for 2.0 m is: 
SNR=-3.2+5.1x with R2 of 0.08. (SNR indicates the signal-to-noise ratio and x 
indicates the height-waist circumference produce in square meters.) The waist 
circumference was measured at inhale. b) Grouped bar graph for the same data.
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6.5 Discussion

6.5.1 Overall Heart and Respiration Rate Measurement Performance

The agreement between methods needs to be analyzed in the context of the applica-

tion; how different the outputs of the two methods can be without causing difficulties is

very application dependent. If the Doppler monitor is simply used to determine whether

the subject has a normal or abnormal heart rate, a 5-10 beat per minute difference between

that method and the electrocardiogram may not be problematic. However, if metabolic

rate were being measured, the heart rate measured with the Doppler radar may need to be

within one beat per minute of the rate measured with the electrocardiogram. Similarly, for

the respiration, if only normal breathing rate vs. an abnormal breathing rate or breathing

vs. not breathing is being measured, a 5 breath-per-minute error in the rate would be

acceptable. 
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Figure 6.28. Variation of respiration signal-to-noise ratio with gender.
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With the accuracy measured in this application, the current Doppler radar system

could be used in applications where a normal vs. abnormal heart rate needs to be detected

at ranges up to 1.0 m, but it is not sufficiently reliable for heart rate measurements at

ranges beyond one meter. The respiration is reliable to 1.5 m, and becomes less reliable at

2.0 m.

The error was plotted vs. the SNR for all measurements in Figure 6.29. When the SNR

is plotted in dB, there is an approximately linear relationship, so the accuracy is propor-

tional to the log of the SNR. The model for heart accounts for 59% of the variation in

heart, and the model for respiration accounts for 42% of the variation in respiration. This

indicates that the SNR does affect the ability to detect heart and respiration rates. The

accuracy was sometimes very good with an SNR as low as -1dB, but it was not consis-

tently good until the SNR was greater than 10 dB. This indicates that improvements in the

SNR will improve the accuracy for rate-finding. This also indicates that with better signal

processing, the accuracy could be improved for signals with SNR as low as -1 dB.

Some subjects were less still than others, either fidgeting or twitching, and the

detected motion interfered with the extraction of the heart and respiration rates. Subjects

4988, 8497, and 8980 had motion noted by the experiment administrator. This most likely

further decreased the accuracy of these measurements.
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6.5.2 Heart Signal-to-Noise Ratio - Discussion

Significant variation of the signal-to-noise ratio of the heart signal with any of the

measured parameters was not detected. It was expected that age or BMI could affect the

heart signal, as arterial compliance decreases with increasing age, and fat could attenuate

the signal. However, no significant correlations between the heart signal-to-noise ratio and

either BMI or age were seen. The only statistically significant correlation was between age

and heart SNR at 1.0 m, but since significant correlation was not seen at the other ranges

and because the sign of the correlation coefficient was not consistent at all ranges, age is

not considered to be significantly correlated in general with heart SNR. 
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Figure 6.29. Scattergram of error vs. signal-to-noise ratio for heart and respiration. The error is 
defined as the standard deviation of the difference between the two 
measurements, and the signal-to-noise ratio is measured on the Doppler signal as 
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model for the heart is E=1.03 - 0.55*SNR, with R2 of 0.59. Model for respiration is 
E= 2.86 - 0.20*SNR, with R2 of 0.42. In these models, E is the error and SNR is 
the measured signal-to-noise ratio. 
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6.5.3 Respiration Signal-to-Noise Ratio - Discussion

Respiration was not expected to be significantly affected by age or by the body mass

index, except as much as a larger body mass index leads to an increase in chest dimen-

sions. There was significant variation with gender, as shown in Figure 6.28, but this

variation could not be separated from that due to variations in thorax dimensions that are

correlated with gender.

If the radar cross section-mean-squared motion product is set at 100 mm4 to fit the

data as closely as possible, the theoretical SNR is within the error bars from 1.0 m to 2.0

m, but not at 0.5 m, as shown in Figure 6.30. This indicates that the signal is behaving dif-

ferently at close ranges than at long ranges, likely due to near-field effects. The SNR

theory, based on the radar equation, assumes that the subject is in the far-field, or that the

waves are planar when they reflect off the subject. However, this is not the case for respi-

ration at 50 cm. The effects of near-field are discussed in Section 6.5.5. The best-fit radar

cross section-mean-squared motion product of 100 mm4 is only 44 times the heart

RCS-RMS motion product. It was expected that this value would be about 1000 times, as

the amount of motion from respiration was expected to be about 10 times greater than that

for the heart, and the radar cross section for respiration was expected to be to be at least 10

times greater than that for the heart. The SNR is proportional to this value; the SNR for

respiration was only about 10 times that of the SNR for heart, but it was expected to be at

least 100 times the SNR for the heart. (A broader filter is used for respiration than for the

heart, so there is more residual phase noise on the respiration signal than on the heart

signal.)

One explanation is that some of the respiration signal may be cut out by the dc block-

ing filter, decreasing the respiration signal more than the heart signal. There was not a

significant correlation between the SNR and the respiration rate. However, this dc-block-

ing filter has a 0.2-Hz cutoff - this corresponds to a 12 respirations per minute rate, and 9

of 22 the subjects had respiration rates at or below 12 respirations per minute. If the filter’s

attenuation of these signals is corrected for by dividing the SNR by the gain of the filter, as
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given in Appendix E, the average respiration SNR is increased by a factor of 2.5. This

SNR plot is shown in Figure 6.31. Here, the best -fit value of the RCS-RMS motion is 250

mm4, 110 times that of the heart signal. The SNR at this point is about 30 times that of the

heart signal., 

There are several additional potential explanations for the lower than expected ratio of

respiration SNR to heart SNR. The respiratory effort belts that were used as the control

were no more accurate than the Doppler measurement, so determining the signal fre-

quency from the straps may be misleading. Second, it is possible that the respiratory effort

straps may inhibit respiration, decreasing the total motion due to respiration and therefore

the SNR, or that the subjects change their breathing pattern because they know that they’re

being measured [185]. Third, the frequency window used for the signal was 12 breaths per

minute compared to a 20 beat-per-minute window for the heart, so slightly more noise

bandwidth was included in the respiration measurements, which should decrease the SNR

slightly. Fourth, only the fundamental signal is included in the signal portion of the mea-

surement, and the harmonics are included in the noise. If the respiration signal has a
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higher percentage of its energy in the harmonics than the heart does, this would degrade its

SNR as measured for this experiment. Fifth, the heart signal is still present in the respira-

tion measurements, so it contributes to the noise in the measurement. Sixth, if superficial

pulses play a larger part in the detected motion than was expected, the signal could be over

a larger area than expected. Seventh, the directivity may not be the same for the heart and

respiration motion. If the directivity of the heart signals was significantly better than the

respiration signals, the received heart signal power would be greater. It is also possible

that the reflection at the superficial pulse sites is greater because the skin is over a

blood-filled artery rather than over bone. 

6.5.4 Variation of Signal-to-Noise Ratio with Range

6.5.4.1 Dominant Noise Source

If residual phase noise is dominant, the SNR is expected to be proportional to

, and if one of the other noise sources was dominant, the SNR is expected
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to be proportional to . The heart and respiration signal-to-noise ratio vs. range data

shown in Figure 6.22 and Figure 6.30 matches much more closely with the residual phase

noise model than the other noise source model, as was predicted.

6.5.4.2 Effects of Changes in the Radar Cross Section

The correlation coefficients are slightly higher when the linear measurements are com-

pared with the square root of the SNR rather than with the SNR. This indicates that the

total chest area is a factor in the radar cross sectional area for respiration, but it does not

seem to be the only factor since the correlation coefficients are not above 0.6 and there is

variation due to other sources. The SNR does increase with body size at all ranges. Many

factors affect the SNR, so correlation coefficients near one were not expected. For exam-

ple, an increase in chest area will not necessarily cause a directly proportional increase in

the area that moves due to respiration. Also, the amount of motion may vary between indi-

viduals in a manner that is not proportional to chest area. Many factors other than the body

size affect the SNR measured on an individual, including physiological differences, so a

direct linear correlation is not expected. 

6.5.5 Near-Field Antenna Effects

Figure 6.30 indicates that the respiration signal-to-noise ratio is not directly propor-

tional to  as was predicted. Since the proportionality seems to be varying

with range, and it affects the respiration signal and not the heart signal, it is expected that

it is caused by antenna near-field effects. When a target is too close to the radar transmit

and receive antenna, the power density does not fall off as  and the antenna pattern

varies with the range from the antenna, so that the antenna gain will be different from the

specified far-field antenna pattern. This region is known as the near-field.

There are three regions of antenna patterns. The reactive near field is very close to the

antenna; in this region the reactive components are large compared to the radiative compo-

nents. The radiating near field is the intermediate area, where the radiation pattern

depends on both distance and angle; this is the region that will be called the “near-field” in

1 R4⁄
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this section. In the radiating far field, the relative amplitude and phase of components

from different parts of the antenna does not vary with distance, and the field strength

decays monotonically, inversely dependent on distance [194].

In the far-field region, the wave-front can be considered planar, and the rays are

approximately parallel. In the near field the planar, parallel-ray approximation breaks

down. The error in assuming the antenna is in far field is approximately [184]:

, (6.19)

where D is the largest dimension of the antenna or the target. and R is the range to the tar-

get. The radar equation, Equation 6.5, assumes far-field, so it is important to know how

significant the error is. It is estimated that the far field starts when the range is greater than

, (6.20)

where D is the maximum dimension of the antenna or the scatterer, and lambda is the

wavelength. At this distance, the difference in the path length is ; corresponding to a

phase difference of 22.5 degrees.

At a range of 50 cm and a wavelength of 12.5 cm, the maximum target or antenna

dimension using (6.20) is 17.7 cm. The smallest chest breadth of the 22 subjects in this

study was 22 cm, and the average was 27 cm. Because Doppler radar measurement of

heart and respiration rates measures only the moving part of the body, near-field consider-

ations need to take into account the portion of the body that is moving. The area moving

due to the heart beat and pulse is small compared to the range, while the area moving due

to respiration may be large compared to the range in some cases. 

The chest breadth of subjects ranged from 20 to 36 cm, and the average chest breadth

at exhale was 27 cm. If the illumination at the chest is approximately a plane wave, the

reflection off the chest can be assumed to be approximately uniform. If the reflection of

the chest is uniform, Hansen’s calculation of the E-field for a uniformly illuminated circu-

lar aperture can be used to estimate the near-field effects [186]. The electric field at a
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distance R for a uniform circular aperture, at an angle  from the axis, and a radius of

length a, is:

 [186] (6.21)

where  is a Lommel function, which can be written as a Bessel series:

 [186]. (6.22)

The gain reduction was calculated as the ratio of square the magnitude of the near-field

E-field to the square of the magnitude of the far-field E-field. The far-field E-field is:

. (6.23)

This gain reduction factor was multiplied by the theoretical signal when calculating the

SNR, and the results are shown in Figure 6.32. For angles within 0.15 radians, or 8.6  of

the axis, the near-field correction decreases the gain at 0.5 m by 1.0 dB and at 1.0 m by

0.25 dB. Although the uniformly illuminated circular aperture is only a rough estimate for

the reflection from the chest due to respiration, this calculation indicates that near-field

effects are likely the cause of the SNR not increasing as expected from 1.0 m to 0.5 m.
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6.5.6 Radar Cross Section - Mean-Squared Motion Product

The estimated product of the radar cross section and the mean-squared motion can be

derived from the measured signal-to-noise ratio and the theoretical signal-to-noise ratio.

The best fitting values are 2.25 mm4 for heart motion and 100 mm4 for respiration; if the

DC-blocking filter’s attenuation of some of the respiration signal is corrected for, the

best-fitting value for respiration is 250 mm4. 

6.5.7 Potential Improvements

Two main areas where the system could be improved are indicated by this analysis.

The SNR could be improved by decreasing the residual phase noise, and the accuracy

could be improved by using more advanced signal processing so that the rates can be
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found accurately at lower SNRs. The addition of a low-noise amplifier at the front end will

not improve the SNR, as the limiting noise source is the residual phase noise.

One way to reduce the residual phase noise is to reduce the RF phase noise of the

source. This could be accomplished by fabricating a chip with a technology other than

CMOS for the oscillator, or by phase-locking the CMOS oscillator to a low phase noise

reference. Another way to reduce the residual phase noise is to minimize the delay

between the transmitter and the antenna and between the antenna and receiver. The 5-ns

delay in this system is equivalent to a 75 cm increase in the range. If the circulator and

antenna were placed on the same board as the radar chip, this delay could be reduced to as

low as 1 ns, or an effective range of 15 cm. This 4 ns improvement would theoretically

allow measurements to be made at 50 cm further with similar results. 

The other area with opportunity for improvement is the signal processing. Some

rate-finding systems use nonlinear smoothing algorithms that will discard outliers in the

rate before averaging. Techniques other than autocorrelation, such as wavelet techniques

could improve the rate-finding. Adaptive filtering to separate the heart signal from the res-

piration signal could provide more optimal filtering than the fixed filters used in this

application. For example, two of the subjects had heart rates between 40 and 45 beats per

minute, but none of the other subjects had heart rates below 60 beats per minute. A filter

with a higher cutoff frequency could be used for the subjects with a higher heart rate, elim-

inating more noise and likely improving the rate-finding.

With a more advanced system, it may be possible to subtract motion such as fidgeting

and twitching that interfere with extraction of heart and respiration rates. If these motions

are not occurring regularly with periods in the range of those due to heart and respiration,

they could be removed from the measurement, allowing improved detection of the heart

and respiration signatures. 
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6.6 Conclusions

The Doppler radar system was effective at measuring heart rate up to a range of one

meter and measuring respiration up to a range of 1.5 m. Putting the antenna and circulator

on the same board as the radar chip could theoretically extend the range by 0.5 m. The cur-

rent system is not accurate on a beat-to-beat basis as the electrocardiogram is, and this

leaves much room for improvement in the signal processing, including a nonlinear

smoothing algorithm that discards outliers. More advanced signal processing could greatly

improve the accuracy of the system.

When near-field effects are taken into account for the respiration measurements, the

SNR-range measurements were proportional to the theoretical SNR-range curves for both

heart and respiration. It was expected that the SNR for respiration would be two orders of

magnitude or more greater than the SNR for the heart, but it was closer to one order of

magnitude. When the attenuation of some of the respiration signals by the dc-blocking fil-

ter is corrected for, the SNE for respiration is about 30 times that for heart. This

information, and the derived mean-squared motion - radar cross section products for heart

and respiration will be used for theoretical calculations for future designs.

The respiration SNR did, in general, increase with increasing chest area, but not in

direct proportion as was expected. However, the area of the chest that moves with respira-

tion is not necessarily directly proportional to the total chest area, and it is possible that the

RMS motion due to respiration decreases with increasing chest area. It was found that the

respiration SNR increased with the subject’s weight, and it seems likely that larger sub-

jects breathe a larger volume of air, and a larger change in the chest volume should result

in a greater RCS-RMS motion product. 

The heart SNR was not shown to negatively correlate with age as was expected due to

arterial compliance reduction with age. This may have been because the greatest change in

arterial compliance comes above age 50, and only two subjects over the age of 50 were

included in this study. A study with a greater population over 50 would help to determine

whether this effect is present as expected. The heart SNR was also expected to be nega-
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tively correlated with the body mass index, since fat below the surface of the skin is

expected to dampen motion to the surface. 

This study has generally confirmed the SNR variation with range that was expected,

and has given approximate estimates for the RCS-RMS motion product for heart and res-

piration that can be used in system sensitivity calculations when making changes to the

system in the future. The Doppler radar heart and respiration rate system can be accurate

with different body types and ages below 1 m, and changes have been recommended to

extend the range and improve the accuracy for applications that require higher accuracy.
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Chapter
7 Signal Processing

7.1 Introduction

In the Doppler radar cardiopulmonary motion monitoring system, the heartbeat and

respiration signals are superimposed on each other. Because the chest moves a much

greater distance due to breathing than it does due to the heart beating and a greater area of

the chest moves for respiration, the amplitude of the respiration signal is typically about

100 times greater than that of the signal due to the heartbeat. Therefore, the respiration

rate can be detected without filtering, but the heart signal must be isolated from the respi-

ration signal to detect heart rate. Once the heart and respiration signals are separated, both

need to be processed in order to determine heart and respiration rates, and for optimal

accuracy, the stages before the rate determination should add minimal amounts of in-band

noise. The processing should enable heart rate detection with precision to 0.5 beats per

minute, or 0.008 Hz, and respiration rate detection with precision to 1 breath per minute,

or 0.016 Hz. To accurately track changes in the rates, the rates should be determined with

a time resolution of less than 10 seconds for the heart rate, and less than 20 seconds for the

respiration rate.

The analog processing includes single-ended-to-differential conversion, dc blocking

with a highpass filter with a 0.2-Hz cutoff, 40-dB gain and anti-alias lowpass filtering with

a 22-Hz cutoff, and it is described in detail in Appendix E. Digitization must occur at a

sample rate that is at least twice (and typically at least 2.5 times) the highest frequency

component of the desired signal. For the heart signal, a 20-Hz cutoff leaves enough signal

to identify the rate, but a 40 to 100-Hz cutoff leaves harmonics that are desirable when

accurate beat times need to be measured for beat-to-beat variability studies. Therefore,
259
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depending on the application, Doppler monitoring of heartbeat and respiration should

have a sample rate of 50 to 250 Hz. A 100-Hz sample rate is used in this system. The ana-

log-to-digital conversion is further described in Appendix I.

Digital signal processing (DSP) may include many functions that can be performed to

condition the signal and determine its properties. Signal conditioning steps include filter-

ing, removal of dc offsets, combining quadrature channels, and other techniques to

enhance certain properties of the signal. Filtering can remove out-of-band noise and may

be used to separate two signals that are at distinct frequencies, such as the heart and respi-

ration signals. Removing dc offsets is readily performed in DSP; the average of all of the

samples is subtracted from each of the samples. Digital signal conditioning sometimes

also includes nonlinear pre-processing steps that help to emphasize the periodic portions

of the signal. Many signal properties can be determined by DSP; the most important prop-

erty in this application is the heart and respiration rates. 

The heart and respiration signals are usually separated in frequency; as discussed in

Chapter 3, the resting heart rate is generally between 0.83 and 1.5 Hz (50 and 90 beats per

minute), while the resting respiration rate is generally between 0.15 and 0.4 Hz (9 and 24

breaths per minute). This means that the heart signal can usually be isolated from the res-

piration signal by a highpass filter with a pass-block transition between 0.83 and 0.40 Hz.

However, the rates measured in the human subjects testing had a wider range, as described

in Chapter 6, with heart rates varying from 43 to 94 beats per minute (0.7 to 1.6 Hz) and

respiration rates varying from 5 to 21 breaths per minute (0.08 to 0.35 Hz). This requires a

highpass filter with a transition between 0.70 Hz and 0.35 Hz to isolate the heart signal.

Generally the heart and respiration rates track together - when a person exercises, as the

heart rate rises, the respiration rate tends to rise, so it is unlikely that the heart and respira-

tion fundamental signals will overlap. A sample of heart and respiration signals measured

with the Doppler radar transceiver are shown in Figure 7.1. The heart signal was isolated

with an analog high pass filter with a 1-Hz cutoff frequency. Signals are digitally filtered
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by weighting and summing present and past input and output samples of the filter to pro-

vide a filtered output sample. 

Figure 7.1: Sample heart and respiration traces measured with the hybrid radio at a 50 cm 
range shown in (a) the time domain and (b) the frequency domain. The heart 
signal was separated from the respiration signal with an analog highpass filter 
with a 1-Hz cutoff. The top trace in both the time and frequency domain 
representations is the superimposed heart and respiration signals, and the bottom 
trace is the isolated heart signal. Before filtering, the heart signal is approximately 
20 dB below the respiration signal, and after the filter, it is about 10 dB above the 
respiration signal. 
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As discussed in detail in Chapter 2, the use of a quadrature receiver rather than a sin-

gle-chain receiver for Doppler monitoring of heart and respiration can greatly improve the

measurement of heart and respiration signatures. If the better of the two channels is

selected, the phase demodulation null points can be avoided. In this case, the dc offsets

can be removed and a single-channel signal processing scheme can be used on the selected

channel. A quadrature receiver also offers the possibility of direct phase demodulation to

combine the I and Q signals. This was introduced in Chapter 2, Section 2.2.3, under the

assumption of perfect phase and amplitude balance between the receiver chains. Appendix

C discusses the problems encountered in the practical application of direct phase demodu-

lation, also known as the arctangent technique, for combining I and Q signals, including

dc offsets from sources other than the data, removal of dc offsets including that of the data,

and phase and gain imbalance between the quadrature receiver chains. This appendix

introduces the Gram-Schmidt technique for orthonormalization to combat the gain and

phase imbalance, and analyzes the error introduced by removing dc offsets. Because of the

error introduced with dc offsets, some data-driven combining approaches are also

explored, including equal-ratio combining, maximum-ratio combining, and principal com-

ponent analysis. All these techniques will be described, and their results will be compared

for many data sets in this chapter.

The most important signal property to determine for Doppler cardiorespiratory moni-

toring is the rates of the heart and respiration signals. Three DSP approaches to

rate-finding are the discrete Fourier transform (DFT), autocorrelation, and peak-finding.

The DFT processes samples with an algorithm that shows the signal’s frequency spectrum,

the peak of which indicates the rate. Autocorrelation multiplies time-shifted samples of

the signal together to emphasize periodic portions of the signal, and the period can be

inverted to calculate the rate. Peak-finding is similar to the technique commonly used to

find the heart rate from the ECG, where a peak is found for each beat and the average time

between the peaks is inverted to calculate the rate. All these rate-finding methods are

explored for the Doppler heart signal in this chapter. When finding the rate over time with

the time-dependent Fourier transform (TDFT) or the short-time autocorrelation function
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(STAF), the rate is calculated from a windowed subset of the samples that must contain at

least two periods of the signal for accurate rate determination. Frequency variation within

this interval cannot be detected, since the rate is determined for the entire interval. There-

fore, longer intervals result in more accurate rate detection, but shorter intervals result in

better the time resolution.

7.2 Background

7.2.1 Separating Heart and Respiration Signals

Since different windows are optimal for heart and respiration signals, they need to be

separated before windowing and rate-finding. This can be accomplished with digital fil-

ters. When isolating the heart signature from the combined heart and respiration signature

by its frequency, the simplest technique is a fixed-frequency highpass filter. This filter

must attenuate the respiration signal at least 50 dB more than the heart signal. Digital fil-

ters multiply the input (and sometimes also the output) samples by the filter coefficients

that are chosen to give a desired frequency response. 

There are two main categories of fixed digital filters: finite impulse response and infi-

nite impulse response. Finite impulse response (FIR) filters use current and past input

samples only, so if a string of zeros is given, the output will eventually reach zero, regard-

less of the prior inputs. Infinite impulse response (IIR) filters have feedback, having sets

of coefficients for previous input samples and for previous output samples. Since they

depend on previous output samples, perturbations at the input can cause oscillations at the

output, so even if the inputs transition to all zeros, it is possible that the output of the filter

will not become zero; this is why this type of filter is called an ‘infinite’ impulse response.

Because of this, it is important to design IIR filters so they are stable and do not oscillate.

The number of coefficients, or the filter order, and the values of those coefficients

determine the filter’s properties. Properties in the frequency response include the cutoff

frequency, the steepness of the transition between the passband and stopband, and the
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amount of ripple in the passband and stopband. Time domain properties include the group

delay - how much the signal is delayed in time - and the amount of ringing, or how long

the filter has an output given a step or impulse at the input.

Group delay is the derivative of phase change between the filter input and output as a

function of frequency. When group delay is constant over the passband, all of the fre-

quency components of the filter input signal in that band are delayed by an equal amount

of time before they reach the filter’s output, so that no distortion is introduced to the sig-

nal. A linear phase response is important when the information is in the modulation of the

signal, information is included in different frequency components of the signal, or if the

signal harmonics are important. The phase shift of an FIR filter is linear within the pass-

band if the filter has symmetrical coefficients, and the amount of group delay is

determined by the filter order. Increasing the number of taps steepens the rolloff at the

expense of greater group delay. An IIR filter typically has a nonlinear group delay, so that

it can introduce distortion to the signal. In the Doppler system, the first harmonic of the

heart signal is usually between 5 and 15 dB below the fundamental, and avoiding its dis-

tortion is important for signal shape, though is not always critical for rate-finding.

If an impulse or step is input into a filter with a long impulse response, a decaying sine

wave is output; this is known as ringing. The steeper the transition from passband to stop-

band, the longer the impulse response and the greater the ringing. Minimizing ringing

levels is important in systems with a mechanism for introduction of an impulse or step

since recovery time depends on the level of ringing. In Doppler monitoring, motion of the

subject or nearby objects can introduce an impulse, so a ringing time under 3-5 seconds is

desired. 

Ideally, the heart isolation high pass filter would pass a heart signal at 0.7 Hz while

attenuating a respiration signal at 0.4 Hz by at least 50 dB, and introduce a group delay of

less than 2 seconds that is flat over frequencies above 0.7 Hz. This would require a 250

dB/decade fall-off in the transition band with a cutoff at 0.83 Hz. This is not possible to

achieve with an FIR filter, so requirements are set at a filter that has a 40-dB attenuation
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by 0.35 Hz, which requires only a 133 dB/decade rolloff that can be achieved with a FIR

filter with a group delay of 3 seconds.

An ideal filter in the frequency domain, with a step in frequency response, requires an

infinite sinc function in the time domain. If the sinc function is multiplied by a window, it

becomes finite in the time domain, as is necessary for digital signal processing. If the filter

coefficient series is truncated to make it finite, there will be large ripples in the frequency

domain since the filter frequency response is effectively multiplied by a sinc. Using

non-rectangular windows can greatly decrease the passband and sideband ripple, but rip-

ples cannot be completely avoided in practice since there will always be a finite number of

coefficients. This is known as Gibb’s Phenomenon: whenever an instantaneous disconti-

nuity is represented by a Fourier series, there will be passband ripple [213].

The choice of a filter topology is a tradeoff between the steepness in the transition

band, the amount of pass band ripple, and the sidelobe height. The Kaiser filter allows a

parameter, β, to be used to trade off between the sidelobe height and steepness of

response. Figure 7.2 shows 400-order Kaiser filters with β values of 2, 4, 6 and 8. As β is

decreased, the transition between the passband and the stopband is steeper, but the side-

lobe levels rise. 

The longer the FIR filter, the steeper the transition between the passband and the stop-

band can be. Therefore, the minimum filter length is affected by the required stopband

attenuation and the normalized transition bandwidth, or the distance between the passed

and stopped frequencies. Increasing the filter order enables a steeper transition, so that the

normalized transition bandwidth can be smaller and/or the stopband attenuation can be

greater. In FIR filters, a greater filter order results in a longer group delay.

For the Doppler heart and respiration monitor, the heart signal can be isolated by filter-

ing with a non-constant group delay filter. Because the harmonics may not align with the

fundamental after this filter, a linear phase filter is preferable. However, if a nonlinear

phase filter offers significant improvements in the signal processing, the non-constant

group delay could be acceptable. For example, if the Doppler heart and respiration moni-
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tor is used in a setting where the delay must be below a second, an IIR filter would be

required to separate the heart and respiration signals. When a delay of 2 seconds or more is

acceptable, an FIR filter is preferable. IIR filters have a nonlinear phase response but are

very efficient, and they have less ripple and can have a much steeper rolloff than an FIR

filter that requires the same number of multiplications. 

7.2.2 Quadrature Theory

Direct conversion receivers typically use quadrature mixing to reconstitute down-con-

verted signals, avoiding aliasing [197, 219]. Quadrature mixing is attractive for

demodulating the chest displacement signal in Doppler cardiorespiratory monitoring

because it avoids phase demodulation null points and it theoretically allows perfect phase

demodulation.

The challenges inherent in the homodyne quadrature architecture - phase imbalance,

gain imbalance, and dc offset - impede the combination of the I and Q channels to directly

demodulate the phase using the arctangent technique. The gain and phase imbalance act as

Figure 7.2: Comparison of 400-order Kaiser filters with cutoff of 0.9 Hz. The parameter β is 
varied between 2 and 8, trading off the steepness of the cutoff with the height of 
the sidelobes. The steeper the cutoff, the higher the sidelobes.
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a linear transformation on the I and Q components; the information is effectively collected

on axes that are not normal and do not have the same scale. It is possible to correct for a

known phase and amplitude imbalance using the Gram-Schmidt procedure to make two

vectors orthonormal [204]. This method is insufficient in wideband systems where the

phase imbalance varies with frequency, or in systems that need a high level of image can-

cellation that cannot be achieved with the residual imbalance from this method. However,

the radar cardiorespiratory monitoring system is extremely narrow-band and the only

image frequency is the reflection of the desired signal, so neither of these concerns are

applicable.

The dc offset is typically 2 to 3 orders of magnitude larger than the signal amplitude,

making it difficult to amplify the microvolt signals sufficiently for sufficiently high-reso-

lution digitization with the 16-bit ADC used in this work without saturating either the

amplifiers or with the analog-to-digital converters (ADCs). Removing the dc offset

through filtering or subtraction before amplification avoids this problem, but leads to

another: since the baseband signals have data at dc, when dc offsets are removed, a portion

of the signal is removed, and this adversely affects direct phase demodulation, as is shown

in Appendix C. This problem is strongly pronounced in this extremely narrow-band appli-

cation, with respiration typically between 0.1 and 0.4 Hz, and heart typically between 0.83

and 1.5 Hz. The dc-blocking filter used in this work, described in Appendix E, is a high-

pass filter with a 0.2-Hz cutoff.

Following is a general signal analysis of an imbalanced quadrature receiver used for

Doppler radar cardiorespiratory monitoring. As shown in Chapter 2, the ideal baseband I

and Q outputs are the cosine and sine, respectively, of a phase shift, θ(t), which consists of

a constant phase-shift, , due to the nominal distance of the target summed with a

time-varying phase shift proportional to the chest position,  and with a residual phase

noise term, ∆φ(t):

, (7.1)

θ

x t( )

θ t( ) θ 4π
λ

------ 
  x t( ) ∆φN t( )+ +=
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where

 . (7.2)

When only one of these channels is used to demodulate the phase, the value of the con-

stant phase shift determines whether the signal is at an optimal phase demodulation point

or at a null point. With no errors, the phase can be directly demodulated using the

arctangent:

 . (7.3)

This phase demodulation approach works well when the phase between the two LO

signals is exactly 90o, the amplitude of both LO signals and both RF signals are the same,

there are no significant dc offsets due to sources other than the data, dc offsets from the

data have not been removed, and baseband noise is not a significant factor. However, real

systems have all of these non-idealities to some extent [207]. For this analysis, the ampli-

tude error, , is defined as the ratio of the amplitude of the Q channel RF signal to that

of the I channel. The phase error, , is defined as the difference between the phases of

the two LO signals minus 90o. The cumulative change in dc offset from the data’s dc value

on the I and Q channels are  and , respectively.  is the ratio of the amplitude of

the RF input signal to the LO signal. With these non-idealities, the LO signals are 

(7.4)

and

 . (7.5)

The received signals are:

(7.6)
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 . (7.7)

After the received signal is mixed with the LO signals, the baseband signals are:

(7.8)

and

 . (7.9)

7.2.3 Techniques for Combining Quadrature Channels

Five techniques for combining quadrature channels are described in this section. First,

the arctangent technique for direct phase demodulation is introduced with the

Gram-Schmidt orthonormalization technique. The theory of this technique and the prob-

lems associated with it are given in detail since this is the standard technique for

combining I/Q data. Next, three diversity techniques for combining channels are intro-

duced: selection diversity, equal ratio combining, and maximal ratio combining. These

techniques traditionally are used when information is transmitted over multiple channels

and not for quadrature channels, but are explored as alternatives to the arctangent method

due to non-idealities in the direct-conversion quadrature receiver. Finally, principal com-

ponent combining is introduced. This method projects the I and Q signals on a single

best-fit vector to combine them.

7.2.3.1 Arctangent Technique for Combining Quadrature Channels

The arctangent technique takes advantage of the 90o phase difference between the I

and Q signals, and combines the signals by taking the arctangent of the ratio of the Q sig-

nal to the I signal. When direct phase demodulation is used on the non-ideal outputs in

(7.8) and (7.9), the calculated phase is:

 . (7.10)
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With the non-idealities, the desired output, θ(t), is not straightforward to calculate. This

does not lead straightforwardly to the desired output. Analysis of the errors introduced by

the non-idealities in the signal are provided in Appendix C. Additionally, zero-crossings in

the I signal, or the denominator, can cause divide-by-zero errors in the calculation,

increasing the error with this technique. Dividing by values near zero on the I channel

amplifies noise that occurs at those points on the Q channel more than noise at other

points. If dc offsets are added to avoid zero-crossings, these errors are avoided, but the

error due to dc offsets is increased.

The phase error, , can be defined as the difference between the phase calculated

with non-idealities and the ideal phase:

 . (7.11)

The maximum error occurs at , where

 . (G.12)

If  is small, the small angle approximation yields:

 . (7.13)

If there are no unwanted dc offsets, the maximum error is:

 . (7.14)

It is possible to correct for a known phase and amplitude imbalance using the

Gram-Schmidt procedure to make two vectors orthonormal [204]. This procedure takes

any two initial basis vectors,  and  and creates an orthonormal basis, with basis vec-
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tors  and . For this application, non-normal basis vectors  and  are converted to

the orthonormal basis vectors  and .  is taken to be , and then 

is converted to be orthonormal to , as described in detail in Appendix C,

Section C.5.3. This operation is shown in matrix form in (7.15).

(7.15)

After the orthonormalization, the output after arctangent combining is

 . (7.16)

If the amplitude and phase errors are measured correctly, the Gram-Schmidt technique

will correct for them, but the Gram-Schmidt technique does not solve problems introduced

by dc offsets. 

7.2.3.2 Diversity Techniques for Combining Quadrature Channels

Diversity techniques are methods of combining signals sent over different channels. If

the signals on the N different channels are:

 , (7.17)

the output after signals are linearly combined with weights  determined by the diversity

method is:

 . (7.18)

The three diversity techniques discussed here, selection diversity, equal gain diversity, and

maximal ratio diversity, are three different methods for choosing the  values. These

methods are traditionally used when a signal is transmitted over multiple different chan-
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nels and a single result is desired. It is not traditionally used in I/Q processing, but is

explored here because of the errors introduced by dc offsets in arctangent combining. 

Selection diversity [199] selects the best of the noisy signals, based on the SNR. If 

 , (7.19)

then

 . (7.20)

If the noise can be assumed to be the same on all channels, the amplitude can be used

rather than the SNR, since the SNR is often challenging to calculate.

Equal ratio combining [199] (ERC) involves adding the two sources of data after

ensuring they are in phase:

 . (7.21)

Equal ratio combining outperforms selection diversity if the noise is independent of the

signal and additive, signals are locally coherent, the noise is locally incoherent, the local

RMS signal values are statistically independent, and the RMS values of  are Rayleigh

distributed [199]. These assumptions are not met in general for Doppler heart and respira-

tion monitoring, so it is not clear whether ERC will outperform selection diversity.

Maximal ratio combining (MRC) weights each input channel based on its signal and

noise power [199]:

 . (7.22)

If the noise is the same on all channels, the weight is simply proportional to the signal

power:

 . (7.23)

Maximal ratio combining results in the maximum signal-to-noise ratio (SNR) realiz-

able from any linear combination if the noise is additive to and independent of the signal,
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signals are locally coherent, and the noise is locally incoherent [199]. This SNR is the sum

of the individual SNRs:

(7.24)

When these diversity combining techniques are used in Doppler monitoring of heart

and respiration, they do not eliminate any phase noise or RF thermal noise, as these noise

sources are the same for both signals. Since the baseband noise is different on the different

signals, this technique can reduce the baesband noise. 

The assumptions given by Brennan [199] for determining when maximal ratio com-

bining is the optimal diversity technique are not fully valid for Doppler monitoring of

heart and respiration. The signals are not necessarily in-phase; they may be in-phase or

180o out of phase; this is easy to correct for in the DSP. Also, depending on the phase rela-

tionship between the RF signal and the LO signal, one signal may have a larger squared

component than the other. Since there is only one RF path, the RF signal power is the

same for both channels, so that the baseband channels only differ in power due to gain

imbalances between the signals and because of the differing phase relationship between

the RF and the LO on the different channels. This means there is a correlation that should

be predictable between the two channels.

7.2.3.3 Principal Component Combining of Quadrature Channels

Principal component analysis is a method of transposing multi-dimensional data to a

single dimension, suppressing redundant information and maximizing the variance in the

data. First, any dc offset is removed from the data. Then the covariance matrix between

the I and Q channels is found. The I and Q data is then projected onto the eigenvector of

the covariance matrix with the largest eigenvalue, also known as the principal component.

Details on this technique can be found in Joliffe [210]. The principal component provides

the best-fit line through the data, and the ratio of the associated eigenvalue to the sum of

all eigenvalues indicates the percentage of the total data that is in the principal component.

SNR SNRj

j 1=
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Principal component combining has been explored by Liu [212], but is not a coherent

combining technique so it cannot be used on many communications signals, and therefore

does not have wide use in practice. It can, however, be used for the already demodulated

signal to be combined in the Doppler system.

7.2.4 Windowing and Resolution

There are two definitions of frequency resolution: one is the accuracy with which the

frequency of a signal can be detected and the other is the distance two signals need to be

apart in order to be resolved as separate signals; the most relevant definition depends on

the application. In Doppler heart and respiration rate monitoring the rate determination is

critical and there are not multiple signals close in frequency-space, so that the accuracy at

which the rate can be determined is most important. The required separation between the

two signals to be resolved is important when the respiration harmonics are near to the

heart signal in both amplitude and frequency. Heart rate detection should be accurate

within 0.5 beats per minute, and respiration rate should be accurate within one breath per

minute. 

Windowing is important for rate calculations with both the short-time autocorrelation

function and the short-time Fourier transforms. When a subset of samples is used to deter-

mine the rate over time, the truncation of the signal in the time domain results in leakage

in the frequency domain. Shaping the signal by multiplying it by a non-rectangular win-

dow can improve DFT leakage while broadening the signal’s spectral response. This

decreases the ability to resolve closely spaced signals, but does not adversely affect the

accuracy with which the rate can be determined. The time and frequency resolution of the

short-time Fourier transform and the short-time autocorrelation function are greatly

affected by the window length. 

When data is simply truncated for time-dependent processing, the infinite data series is

effectively multiplied by a rectangular (rect) function, creating a discontinuity in time at

the beginning and at the end of the signal. While a constant voltage that lasts for infinite
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time transforms to a delta function in frequency space, the rect function transforms to an

infinite sinc function, leading to DFT leakage. The sinc function is effectively convolved

with each sample in frequency space, causing a signal that should be in only one fre-

quency bin to produce a non-zero value in other frequency bins. Using a non-rectangular

window to truncate the signal can lessen or eliminate the discontinuity in time and can

greatly decrease the DFT leakage. This window function, is multiplied by the dis-

crete signal  before the DFT is taken of the signal, as shown in Figure 7.3.

Discrete windows and their responses are thoroughly explored by F. J. Harris [209]

and A. H. Nuttall [215]. The rectangular window, the triangular window, the Hanning win-

dow, and the Hamming window, each with a window length of 64, are shown in time and

frequency space in Figure 7.4a and Figure 7.4b, respectively. In frequency space, the rect-

angular window has the narrowest main lobe, but has the highest sidelobes. The triangular

window has the next narrowest main lobe, and the next highest sidelobes. The Hamming

window has a slightly narrower main lobe than the Hanning window, and its sidelobes ini-

tially drop off the fastest, but do not decrease with increasing frequency. The Hanning

sidelobes continue to decrease. 

Non-rectangular window functions broaden the frequency response by a factor of

about two [213], making it more difficult to distinguish between signals of similar ampli-

tude that are also close in frequency [216]. However, windows help to detect a low-level

signal near a high-level signal by minimizing the sidelobes of the high-level signal. Win-
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Figure 7.3: Sampling, windowing, and Fourier transformation of a signal.
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dow selection is a trade-off between main lobe widening, first sidelobe levels, and how

fast sidelobes decrease. 

The more rapidly a signal changes its frequency characteristics, the shorter the win-

dow should be if the changes in frequency with time are to be resolved. As the window

becomes shorter, the frequency resolution decreases, but the ability to resolve in time

increases. The window length should be selected so that the spectral characteristics of the

signal do not vary significantly over the length of the window [216].

The bandwidth theorem states that the product of the effective duration, , and the

effective bandwidth, , of a signal is greater than or equal to a constant, :

, (G.25)

indicating that a function cannot have both arbitrarily small duration and arbitrarily small

bandwidth [217]. This implies windowing signals increases their bandwidth, degrading

the ability to distinguish between closely spaced signals. However, the frequency of a tone

or the fundamental frequency of a signal can still be determined with arbitrarily good

accuracy if it is sampled at least twice its bandwidth, as is described by the Nyquist theo-

rem [216]. This resolution can be improved by increasing the number of DFT points

through zero-padding. 

7.2.4.1 Zero-padding

The Fourier transform of a signal has the same number of analysis points as the

time-domain signal has samples. Appending the time-domain signal with zero-value sam-

ples increases the number of samples, providing ideal bandlimited interpolation of the

signal spectrum [221]. Zero-padding does not improve the ability to resolve closely

spaced signals when resolution is limited by the window’s main lobe width [216], but the

periodogram in frequency space can be better evaluated with more samples in frequency

space [211] so that the peak of the signal can be better located. Zero-padding is important

for the FFT, but it is not used in other rate-finding methods. 
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7.2.5 Determining Heart Rate from Radar Heart-Motion Signature 

Three methods to determine the heart rate from the Doppler radar signal are described:

peak-finding, Fourier transform, and autocorrelation.

7.2.5.1 Peak-Finding

The rate of a periodic signal can be found by calculating the time of the peak of each

period, and inverting the average period in a window to calculate the rate. This is the tech-

nique typically used for the electrocardiogram, which has a very strong peak at the

R-wave in each peak. Although the Doppler heart signal peaks are not as well-defined as

ECG R-wave peaks, this technique is explored. The signal is strongly lowpass filtered to

remove peaks due to noise. This makes the peaks less sharp, so that they do not synchro-

nize exactly with the ECG, but after averaging over several beats, the rate on a signal with

good SNR should match the rate calculated from the ECG.

7.2.5.2 Fourier Transform

The Fourier transform is used extensively in signal processing to determine the fre-

quency characteristics of a signal; when used for a sampled signal, the discrete Fourier

transform (DFT) is used. With N time domain samples, the DFT determines the spectral

content of the input at N equally spaced frequency bins. The frequencies at which the anal-

ysis is performed is determined by the sampling frequency, ,and N:

 . (7.26)

The Fast Fourier Transform, or FFT, is a very efficient algorithm to compute the DFT

when the number of input samples is an integral power of two, and it is the method com-

monly used to calculate the DFT. When a sample length is not an integer power of two, the

sample is typically zero-padded to reach 2n samples. 

When the frequency response varies over time, as is the case with physiological sig-

nals, the time-dependent Fourier transform (TDFT), also known as the short-time Fourier

fs

fanalysis m( )
mfs
N

-------- 0 m N≤ ≤,=
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transform (STFT), must be used. This technique windows a portion of the signal, calcu-

lates the DFT of this portion, and them moves to another portion of the signal, calculating

the DFT over time. The interval must be long enough to satisfy the desired FFT frequency

resolution for the chosen sample rate. The total data collection time interval is , and

two signals must be at least  Hz apart to be detected. This cannot be improved by

zero-padding. 

Any dc offset should be subtracted before the DFT to eliminate a high-level 0-Hz com-

ponent that will have a finite bandwidth and will obstruct signals near dc that are

important when measuring heart and respiration. 

7.2.5.3 Autocorrelation

The autocorrelation function is used to emphasize periodic patterns in a signal. In

autocorrelation, the signal is multiplied by a version of itself shifted by a time delay, and

the outputs are summed. This is performed over all possible time delays, the result is pre-

sented as a function of the time delay, and the output typically displays a prominent peak

at the signal’s fundamental period and at integer multiples of the fundamental period, but

also displays peaks due to other frequencies in the signal, such as harmonics or modula-

tions. The autocorrelation of a sampled signal, , is calculated as a function of sample

delay, , between the signal and a time-shifted version of itself, :

 . (7.27)

For a non-stationary signal, such as a physiological signal, the short-time autocorrela-

tion function (STAF) must be computed; this operates on windowed segments of the

signal and enables calculation of the period as it varies with time. The window causes the

autocorrelation function to taper to zero with increasing time delay, emphasizing lower

time delays over higher ones. Therefore, the window should contain between two and

three periods of the fundamental frequency to ensure that the peak due to the fundamental
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frequency is not greatly attenuated by tapering [218]. The short-time autocorrelation can

be defined as:

 , (7.28)

where  is the section length in samples being analyzed,  is the number of autocorre-

lation points to be computed, and  is the index of the starting sample in the frame [218].

This multiplies the windowed signal, , with a time-shifted version of itself,

. This will be calculated for successive values of  so that the varia-

tion in the autocorrelation function over time can be evaluated.

7.3 Signal Processing Methods

After digitization, the physiological motion signal from the Doppler radar is split into

the heart rate processing section and the respiration rate processing section, as shown in

Figure 7.5. The heart signal is filtered to remove the fundamental of the respiration signal,

the I and Q components are combined, the dc offset is removed by subtracting the mean,

the signal is windowed, and then the heart rate is calculated. The respiration signal first

has its I and Q components combined, then the dc offset is removed, and then it is win-

dowed before the respiration rate is determined. 
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Figure 7.5: Digital signal processing flow. 
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7.3.1 Separating Heart and Respiration with Digital FIR Filters

Because of the size of the harmonics of the heart signal, a relatively flat group delay

over the fundamental and the first three harmonics is desired, and a delay of up to 3 sec-

onds is acceptable, so that an FIR filter has been chosen for this experiment. The choice of

filter order is a compromise between transition band steepness and group delay; at a 100

sample per second rate, a 600-order filter keeps the group delay at 3 seconds. A Kaiser fil-

ter with β set to 6.5 and a cutoff frequency of 0.65 Hz was selected. At 1 Hz, or 60 beats

per minute, the amplitude is 0.0 dB, and at 0.83 Hz, or 50 beats per minute, the amplitude

is 0.3 dB. At the high end of the respiration rates, 0.4 Hz, or 24 breaths per minute, the

amplitude is -23.8 dB, and at 0.33 Hz, or 20 breaths per minute, the amplitude is -36 dB.

At 0.265 Hz, or 15.9 breaths per minute, the amplitude is -60 dB, and below 0.258 Hz, or

15.5 breaths per minute, the amplitude is below -66 dB. This filter is shown in Figure 7.6.

This filter has linear phase above 0.25 Hz, or 15 beats per minute, and its group delay is

constant at 300 samples, or 3 seconds.

A 20-tap Kaiser lowpass filter with β of 6.5 and a 20-Hz cutoff is used after the high-

pass filter. This filter decreases out-of-band noise that may interfere with the rate-finding.

The frequency response of this filter is shown in Figure 7.7.
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7.3.2 Comparison of Methods for Combining I and Q

Arctangent combining, selection combining, maximal ratio combining, equal ratio

combining, and principal component combining were compared on all data sets measured

in the human subjects testing, described in Chapter 6. The data collected from each subject

at each range was processed using each combining technique, and the accuracy was deter-
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Figure 7.6: Frequency response of the digital filter used to isolate the heart signal from the 
respiration signal. For a 100 Hz sample rate, this 600-order Kaiser filter has the 
value of β set to 6.5 and a 3-dB cutoff frequency of 0.675 Hz, or 40.5 beats per 
minute. The amplitude is below 40 dB at frequencies below 0.315 Hz, or 18.9 
breaths per minute, and below 60 dB at frequencies below 0.265 Hz, or 15.9 
breaths per minute.

0 5 10 15 20 25 30 35 40 45
-150

-100

-50

0

50

Frequency (Hz)

M
ag

ni
tu

de
 (d

B
)

Figure 7.7: Frequency response of the digital filter used to decrease out-of-band noise. For a 
100 Hz sample rate, this 20-order Kaiser filter has the value of β set to 6.5 and a 
3-dB cutoff frequency of 20 Hz. 
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mined via Bland-Altman statistics, and the SNR was calculated. The heart rate obtained

with the Doppler system was compared with the rate obtained with the ECG., and the res-

piration rate obtained with the Doppler system was compared with the rate obtained with

the respiratory effort belts. The accuracy and SNR calculated at each range were averaged

for each method, so that the methods could be compared at each range.

The ECG rate is determined by calculating the times of the R-wave peaks, inverting

the average of the inter-beat interval in a 8-second window. The rate from the respiratory

effort belt is found by combining the abdominal and chest straps with equal-ratio combin-

ing followed by a 1-Hz low pass filter to remove out-of-band noise. The rate is calculated

by inverting the maximum of the autocorrelated signal in a 18-second Hamming window.

The respiration signal is then low-pass filtered with a 1-Hz low pass signal to remove

out-of-band noise. 

The heart signal is separated from the respiration signal using the Kaiser filter with β

of 6.5 and a 0.65 Hz cutoff described in the previous section. The I and Q heart and respi-

ration signals are then combined using each of the techniques. The delay introduced by the

filters is corrected so that Doppler heart signals are synchronous with the ECG. The rate is

calculated from each of the combined signals using autocorrelation in an 8-second win-

dow for the heart and a 18-second window for respiration. The measurement bias and the

variance of the difference between the rate measured with the Doppler system and the con-

trol are calculated using the Bland-Altman technique, and the SNR is then calculated

using the method described in Section 6.3.4.2.

The measurement is then repeated eliminating the data sets for which all methods have

a Bland-Altman standard deviation greater than three beats per minute or three breaths per

minute and/or a Bland-Altman bias with a magnitude greater than five beats per minute or

five breaths per minute. Any differences between the results for the subset and for all data

sets indicate that the results are being influenced by signals that are not accurately measur-

ing the rate.
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For arctangent combining, the I and Q signals are orthonormalized with the

Gram-Schmidt technique, using a measured amplitude error of 2.66 and a measured phase

error of 37o. The orthonormalized signals are then adjusted so that the minimum value of

each is 0.1 to avoid errors at zero-crossings. Then signals are combined by taking the arct-

angent of the I signal divided by the Q signal.

For selection diversity the signal with the greatest root-mean-square amplitude is

selected.

For equal ratio combining, the RMS amplitude of the sum of the two signals and the

difference between the two signals is calculated. The combined signal with the greater

RMS value is chosen; this technique is used to ensure that the signals are in-phase and not

180o out-of-phase.

For maximal ratio combining, it is assumed that the noise is the same on all channels

since no straightforward technique to measure the noise has been determined. Each signal

is multiplied by its RMS amplitude and the results are summed and differenced. The RMS

amplitude of the sum and the difference of the scaled signals is calculated, and the com-

bined signal with the greater RMS amplitude is used as the combined signal. This

technique is used to ensure that the signals are in-phase and not 180o out-of-phase.

For the principal component combining, the covariance matrix of the I and Q signals is

calculated. Its eigenvalues are calculated, and I and Q signals are projected onto the eigen-

vector associated with the maximum eigenvalue. This projected vector is used as the

combined signal.

7.3.3 Comparison of Heart-Rate-Finding Methods

Peak-finding, autocorrelation, and Fourier transform methods of rate-finding are com-

pared for the heart signals. The data collected from each subject at one range is processed

using each heart-rate-finding technique with windows of 4 seconds, 8 seconds, 10 sec-

onds, and 15 seconds. The heart rate accuracy is determined via Bland-Altman statistics,
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comparing the heart rate found with the Doppler system using each rate-finding method

with the heart rate found from the ECG in the same window.

For the peak-finding method, the data is low-pass filtered to eliminate as much noise

as possible. An FIR filter with a 1-Hz pass frequency and a 3-Hz stop frequency, and a

FIR with a 2-Hz pass frequency and a 1-Hz stop frequency were both used to determine

which of the two gets better results. Then the peaks that are greater than zero and between

two minima that are less than zero are taken to be beats. The average interval between the

peaks in the window is inverted and smoothed with an exponential filter to determine the

rate.

For the autocorrelation method, the signal is windowed with a Hamming window, the

the windowed signal is autocorrelated, and the peaks that indicate a period between 0.5

and 1.7 seconds, or a rate between 120 beats per minute and 35 beats per minute were used

to indicate the signal period. The period is inverted, and the result is smoothed with an

exponential filter.

For the Fourier transform method, the signal is windowed with a Hamming window,

and the fast-Fourier transform with N of 16,384 is taken of the windowed data. The high-

est peak between 0.6 and 2 Hz is taken to be the heart frequency, and is multiplied by 60

and smoothed with an exponential filter to determine the rate.

7.3.3.1 Windowing

A Hamming window was selected because it minimizes sidelobes, so that the harmon-

ics and residual harmonics from the respiration signal have sidelobes at least 20 dB below

the signal. For the heart signal, different window lengths are explored with the various

rate-finding methods. For the respiration signal, a 18-second window is used. 
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7.4 Results

7.4.1 Separating Heart and Respiration with a Digital FIR Filter

Data from two subjects is shown in the time domain and in the frequency domain in

Figures 7.8 to 7.11. In each figure, the top trace is the digitized data before filtering, the

middle trace is the signal after high-pass filtering to isolate the heart signal, and the bottom

signal is the heart signal after low-pass filtering to remove out-of-band noise. 

Data from subject 4062, a 31-year-old male with a heart rate of 45.7 beats per minute

and a respiration rate of 12.6 beats per minute, is shown in Figures 7.8 and 7.9 to represent

subjects with a low heart rate. With this low heart rate, the lowpass filter that removes

out-of-band noise has a minimal effect, and only one harmonic of the heart signal is

clearly visible. The 0.20-Hz respiration signal is attenuated by 65 dB and the 0.78-Hz

heart signal is attenuated by 0.75 dB, so that the respiration signal that is originally 23 dB

above the heart signal is 42 dB below the heart signal after the filter. 

Data from subject 4665, a 46-year-old female with a heart rate of 68.2 beats per minute

and a respiration rate of 15.0 breaths per minute is shown in Figures 7.10 and 7.11 to rep-

resent subjects with an average heart rate. With this heart rate, some noise reduction from

the lowpass filter is visible in the time-domain signal. Two harmonics of the heart signal

are clearly visible in the frequency spectrum. The 0.27-Hz respiration signal is attenuated

by 52 dB and the 1.12-Hz heart signal is attenuated by 0.6 dB. This heart signal is 13.5 dB

below the respiration signal, and after the high-pass filter, is 27.6 dB above the respiration

signal.
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Figure 7.8: Time domain data from subject 4062 at a 50-cm range, before and after filtering.
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Figure 7.9: Frequency domain data from subject 4062 at a 50-cm range, before and after 
filtering.The respiration component is at 0.20 Hz, the heart fundamental is at 0.78 
Hz, and the first harmonic of the heart signal is at 1.56 Hz. 
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Figure 7.10: Time domain data from subject 4665 at a 50-cm range, before and after filtering.
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Figure 7.11: Frequency domain data from subject 4665 at a 50-cm range, before and after 
filtering. The respiration component is at 0.27 Hz, the fundamental of the heart 
signal is at 1.12 Hz, and harmonics of the heart signal are at 2.25 Hz and 4.49 Hz.
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7.4.2 Combining Quadrature Channels

The five combining techniques are compared on all heart data sets, and are shown with

the Bland-Altman statistics in Table 7.1 and with the SNR in Table 7.3. Then each data set

with a Bland-Altman standard deviation greater than 3 beats per minute or a Bland-Alt-

man bias magnitude of greater than 5 beats per minute is eliminated. The 2.0 m range is

not used because only one sample had heart rate accuracy that met the criteria. The

Bland-Altman statistics for these data sets are shown in Table 7.2 and the SNR results for

these data sets are shown in Table 7.4. 

For all heart data, principal components combining and arctangent combining give the

best accuracy. Principal components combining seems to be better on the data at closer

ranges. When the data set is limited to signals that have accuracy within three beats per

minute and a bias under five beats per minute for at least one combining technique, princi-

pal components combining is the best. 
Table 7.1: Bland-Altman Statistics for Comparison of Heart Rate Measured with the Doppler 

Radar System to that Measured with the ECG with Different Methods Used for 
Combining the I and Q Components of the Doppler Radar Signal. The mean of the 
difference between the rates from the Doppler and the ECG are the ‘bias’ and the 
standard deviation of the difference is ‘std.’ The numbers given are the average 
value of the statistics over 22 data sets at each range. The standard deviation is also 
given for the bias. 

Combining Technique

Accuracy, heart signal [beats per minute], all 22 data sets

0.5 m 1.0 m 1.5 m 2.0 m

std bias std bias std bias std bias

Arctangent 
Combining

1.75 0.23 ± 
2.59

2.81 1.49 ± 
4.57

4.69 2.96 ± 
7.45

6.56 7.91 ± 
9.97

Selection Diversity 2.55 1.10 ± 
5.42

4.10 4.35 ± 
8.19

6.50 7.44 ± 
9.23

6.80 12.5 ±
9.87

Equal Ratio 
Combining

2.61 1.13 ± 
5.51

4.10 4.41 ± 
8.37

6.51 7.71 ± 
9.42

7.00 13.00 ± 
10.06

Maximal Ratio 
Combining

2.63 1.12 ± 
5.46

4.06 4.29 ± 
8.06

6.50 7.56 ± 
9.26

6.82 12.89 ± 
9.79

Principal Component 
Combining

1.63 0.21 ± 
2.68

2.65 1.30 ± 
4.39

4.87 2.56 ± 
7.30

6.29 8.16 ± 
10.17
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The signal-to-noise ratio is similar for all combination methods except arctangent

combining that has a lower SNR at 0.5 to 1.5 m, and a higher SNR at 2.0 m; this is the

same with data sublets. The respiration SNR is similar for all diversity combining tech-

niques, but is lower for the arctangent combining.

Table 7.2: Bland-Altman Statistics for Comparison of Heart Rate Measured with the Doppler 
Radar System to that Measured with the ECG with Different Methods Used for 
Combining the I and Q Components of the Doppler Radar Signal on Subsets of the 
Data. The mean of the difference between the rates from the Doppler and the ECG 
are the ‘bias’ and the standard deviation of the difference is ‘std.’ 

Combining Technique

Accuracy, heart signal [beats per minute], data subset

0.5 m, N=17 1.0 m, N=15 1.5 m, N=8

std bias std bias std bias

Arctangent 
Combining

1.32 0.63 ±1.62 1.79 0.52 +/- 2.76 2.86 1.85 +/- 0.88

Selection Diversity 1.87 1.37 ± 3.84 3.23 2.17 +/- 3.98 6.20 5.97 +/- 4.22
Equal Ratio 
Combining

1.98 1.40 ± 4.10 3.15 2.28 +/- 4.16 6.06 5.98 +/- 3.90

Maximal Ratio 
Combining

1.96 1.35 ± 3.89 3.18 2.17 +/- 3.92 6.25 5.84 +/- 3.96

Principal Component 
Combining

1.20 0.68 ±1.56 1.65 0.36 +/- 2.63 2.59 1.76 +/- 0.72
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The five I/Q combination methods were also compared for the respiration signals, as

shown in Tables 7.5 and 7.6. The respiration accuracy is similar for all combination meth-

ods. The SNR is also similar for all combination methods other than arctangent

combining, which has a lower SNR at each range. 

Table 7.3: Average Signal-to-Noise Ratio for Heart Signals with Each I/Q Combination Method 
at Each Range. The SNR is averaged over all 22 data sets, and the standard 
deviation is also provided.

Combining Technique
Signal-to-Noise Ratio, Heart Signal, all 22 data sets

0.5 m 1.0 m 1.5 m 2.0 m

Arctangent Combining 0.63 ± 0.52 0.31 ± 0.12 0.22 ± 0.12 0.20±0.08
Selection Diversity 1.02 ± 0.79 0.46 ± 0.21 0.25 ± 0.19 0.17 ±0.09

Equal Ratio Combining 1.01 ± 0.79 0.45 ± 0.20 0.24 ± 0.17 0.15 ±0.08
Maximal Ratio Combining 1.02 ± 0.79 0.46 ± 0.21 0.25 ± 0.18 0.16 ±0.08

Principal Component 
Combining

1.02 ± 0.79 0.46 ± 0.21 0.25 ± 0.19 0.16 ±0.08

Table 7.4: Average Signal-to-Noise Ratio for Heart Signals with Each I/Q Combination Method 
at Each Range on Subsets of the Data. The numbers given in the table are the 
average value of the statistics over N remaining data sets at each range, and the 
standard deviation is also provided.

Combining Technique
Signal-to-Noise Ratio, Heart Signal, data subsets

0.5 m, N=17 1.0 m, N=15 1.5 m, N=8

Arctangent Combining 0.70 ± 0.58 0.32 +/- 0.13 0.31 +/- 0.15
Selection Diversity 1.11 ± 0.88 0.54 +/- 0.18 0.39 +/- 0.25

Equal Ratio Combining 1.10 ± 0.87 0.52 +/- 0.16 0.37 +/- 0.22
Maximal Ratio Combining 1.12 ± 0.88 0.54 +/- 0.17 0.39 +/- 0.24

Principal Component 
Combining

1.12 ± 0.88 0.54 +/- 0.17 0.39 +/- 0.24
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Table 7.5: Bland-Altman Statistics for Comparison of Respiration Rate Measured With the 
Doppler Radar System to that Measured with the Respiratory Effort Straps with 
Different Methods used for Combining the I and Q Components of the Doppler Radar 
Signal. The mean of the difference between the rates from the Doppler and the ECG 
are the ‘bias’ and the standard deviation of the difference is ‘std.’ The numbers given 
are the average value of the statistics over 22 data sets at each range. The standard 
deviation is also given for the bias.

Combining Technique

Accuracy, respiration signal [breaths per minute]

0.5 m 1.0 m 1.5 m 2.0 m

std bias std bias std bias std bias

Arctangent 
Combining

1.28 0.40 ± 
1.71

1.30 -0.41 ± 
1.12

1.24 -0.16 ± 
1.40

1.98 -1.26 ± 
2.02

Selection Diversity 1.22 0.33 ± 
1.79

1.34 -0.31 ± 
1.04

1.15 -0.07 ± 
1.37

2.05 -1.33 ± 
2.03

Equal Ratio 
Combining

1.24 0.35 ± 
1.76

1.33 -0.30 ± 
1.04

1.13 -0.02 ± 
1.37

1.92 -1.29 ± 
2.10

Maximal Ratio 
Combining

1.23 0.33 ± 
1.79

1.33 -0.31 ± 
1.04

1.14 -0.04 ± 
1.36

2.03 -1.32 ± 
2.05

Principal 
Component 
Combining

1.22 0.33 ± 
1.79

1.33 -0.31 ± 
1.04

1.14 -0.04 ± 
1.36

2.02 -1.32 ± 
2.04

Table 7.6: Average Signal-to-Noise Ratio for Respiration Signals with Each I/Q Combination 
Method at Each Range. The SNR is averaged over all 22 data sets, and the 
standard deviation is also provided.

Combining Technique
Signal-to-Noise Ratio, Respiration Signal

0.5 m 1.0 m 1.5 m 2.0 m

Arctangent 
Combining

6.77 ± 6.12 6.22 ± 6.39 4.32 ± 2.76 4.84 ± 8.13

Selection Diversity 10.63 ± 11.84 8.71 ± 9.29 4.65 ± 3.19 6.42 ±14.59
Equal Ratio 
Combining

10.67 ± 11.85 8.85 ± 9.71 4.70 ± 3.20 6.31 ± 13.97

Maximal Ratio 
Combining

10.64 ± 11.84 8.73 ± 9.35 4.66 ± 3.20 6.40 ±14.47

Principal 
Component 
Combining

10.64 ± 11.84 8.73 ± 9.34 4.65 ± 3.20 6.40 ±14.50
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7.4.3 Heart Rate-Finding

Three different rate-finding techniques were used to calculate heart rates from the data

collected in the human subjects study. Each of these techniques was applied with windows

of 15 seconds, 10 seconds, 8 seconds, and 4 seconds. The Bland-Altman statistics compar-

ing the heart rate found with the Doppler system using each rate-finding method and each

window length to the rate found with the ECG are shown in Table 7.7. Then each data set

with a Bland-Altman standard deviation greater than 3 beats per minute or a Bland-Alt-

man bias magnitude of greater than 5 beats per minute is eliminated. The 2.0-m range is

not used because only one sample had heart rate accuracy that met the criteria. The

Bland-Altman statistics comparing the heart rate found with the Doppler signal with each

rate-method technique and window length to the rate found with the ECG are shown in

Table 7.8.

At 0.5 m, autocorrelation with any window length is better than any other method, and

a longer window leads to better accuracy. At 1.0 m, peak-finding with a 1-Hz lowpass fil-

ter had similar accuracy numbers to autocorrelation, but a much larger bias.

Autocorrelation is also the better method at this range, and again, a longer window results

in better accuracy. The 1.5 to 2.0 m range is not possible to fairly judge since so much of

the data had large biases. A limited data set must be used to judge this data.

With the limited data set, autocorrelation is best at all ranges, and longer windows

result in better accuracy at 0.5 and 1.0 m. At 1.5 m range, a shorter window has lower vari-

ance but larger bias. 
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Table 7.7: Bland-Altman Statistics for Comparison of Heart Rate Measured with the Doppler 
Radar System to that Measured with the ECG with Different Methods Used for 
Rate-Finding of the Doppler Radar Signal. The mean of the difference between the 
rates from the Doppler and the ECG are the ‘bias’ and the standard deviation of the 
difference is ‘std.’ The numbers given are the average value of the statistics over 22 
data sets at each range. The standard deviation is also given for the bias. 

Rate-Finding Method
0.5 m 1.0 m 1.5 m 2.0 m

std bias std bias std bias std bias

FFT, 
15-second window

2.76 0.77 ± 
4.34

4.47 3.37 ± 
8.32

6.84 5.56 ± 
9.74

7.90 11.45 ± 
10.30

Autocorrelation, 
15-second window

1.52  0.08 
± 2.64

2.62 0.60 ± 
4.11

5.30 1.73 ± 
7.07

6.31 7.95 ± 
11.40

Peak-finding, 15-second 
window, 1-Hz pass

2.06 2.62 ± 
6.17

2.72 4.87 ± 
8.06

3.62  7.83 
± 8.13

3.46 9.83 ± 
9.70

Peak-finding, 15-second 
window, 2-Hz pass

2.33 4.62 ± 
6.98

3.01  8.90 
± 9.40

3.74 13.34 
± 9.52

3.55
56

16.20 ± 
10.97

FFT,
10-second window

2.59 1.24 ± 
5.39

4.30 4.09 ± 
8.13

6.80 6.65 ± 
9.63

6.93 12.31 ± 
10.72

Autocorrelation, 
10-second window

1.52 0.23 ± 
2.76

2.68 0.95 ± 
4.22

4.90 2.04 ± 
7.22

6.28 8.05 ± 
10.81

Peak-finding, 10-second 
window, 1-Hz pass

2.01 2.62 ± 
6.13

2.71 4.85 ± 
8.01

3.62 7.81 ± 
8.14

3.50 9.80 ± 
9.69

Peak-finding, 10-second 
window, 2-Hz pass

2.32  4.61 
± 6.92

3.00 8.89 ± 
9.36

3.79 13.31
± 9.52

3.59 16.17 ± 
10.97

FFT, 
8-second window

2.47 1.10 ± 
5.37

4.14 4.36 ± 
7.95

6.44 7.18 ± 
9.00

6.56 12.73 ± 
10.41

Autocorrelation, 
8-second window

1.59 0.28 ± 
2.81

2.78 1.25 ± 
4.23

4.90 2.25 ± 
7.60

6.04 8.08 ± 
10.26

Peak-finding, 8-second win-
dow, 1-Hz pass

1.98 2.62 ± 
6.12

2.70 4.83 ± 
8.00

3.64 7.77 ± 
8.15

3.51 9.79 ± 
9.69

Peak-finding, 8-second win-
dow, 2-Hz pass

2.30 4.61 ± 
6.91

3.00 8.87 ± 
9.35

3.82 13.27 
± 9.53

3.62 16.16 ± 
10.97

FFT, 
4-second window

2.61 2.15 ± 
6.50

3.89 5.87 ± 
8.66

5.02 8.35 ± 
8.44

5.40 13.32 ± 
9.93

Autocorrelation, 
4-second window

1.72 0.67 ± 
3.50

2.84 2.40 ± 
5.09

4.12 3.44 ± 
7.32

5.15 8.21 ± 
9.50

Peak-finding, 4-second win-
dow, 1-Hz pass

1.91 2.55 ± 
6.09

2.65 4.77 ± 
7.99

3.65 7.68 ± 
8.14

3.55 9.74 ± 
9.66

Peak-finding, 4-second win-
dow, 2-Hz pass

2.26 4.53 ± 
6.88

3.01 8.81 ± 
9.33

3.82 13.17
± 9.51

3.70 16.10 
±10.96
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Table 7.8: Bland-Altman Statistics for Comparison of Heart Rate Measured with the Doppler 
Radar System to that Measured with the ECG with Different Methods Used to 
Determine the Heart Rate from the Doppler Radar Signal. The mean of the 
difference between the rates from the Doppler and the ECG are the ‘bias’ and the 
standard deviation of the difference is ‘std.’ Data sets with Bland-Altman standard 
deviation greater than 3 or bias magnitude greater than 5 for all combination 
techniques were eliminated. The numbers given in the table are the average value 
of the statistics over N remaining data sets at each range. The standard deviation is 
also given for the bias. 

Rate-Finding Method 0.5 m, N=19 1.0 m, N=16 1.5 m, N=8

std bias std bias std bias

FFT, 
15-second window

1.80 0.60 ± 
2.80

3.47 0.68 ± 
4.09

4.69 4.12 ± 
3.56

Autocorrelation, 
15-second window

1.10 0.30 ± 
1.93

1.69 -0.36 ± 
2.32

2.61 0.78 ± 
1.73

Peak-finding, 15-second 
window, 1-Hz pass

1.87 2.73 ± 
5.37

2.71 2.27 ± 
5.23

4.02 8.96 ± 
5.40

Peak-finding, 15-second 
window, 2-Hz pass

2.12 4.34 ± 
6.23

2.87 5.66 ± 
6.31

4.03 14.75 ± 
7.66

FFT,
10-second window

1.68 0.91 ± 
3.30

3.50 1.33 ± 
4.16

5.82 5.65 ± 
3.68

Autocorrelation, 
10-second window

1.06 0.48 ± 
1.96

1.64 -0.28 ± 
2.32

2.40 1.12 ± 
1.38

Peak-finding, 10-second 
window, 1-Hz pass

1.80 2.74 ± 
5.32

2.67 2.27 ± 
5.22

3.94 8.94 ± 
5.40

Peak-finding, 10-second 
window, 2-Hz pass

2.07 4.34 ± 
6.19

2.85 5.66 ± 
6.31

4.08 14.73 ± 
7.65

FFT, 
8-second window

1.78 1.06 ± 
3.77

3.51 1.56 ± 
3.88

5.92 6.43 ± 
3.96

Autocorrelation, 
8-second window

1.17 0.55 ± 
1.92

1.71 -0.12 ± 
2.30

2.28 1.33 ± 
1.79

Peak-finding, 8-second 
window, 1-Hz pass

1.76 2.74 ± 
5.31

2.65 2.25 ± 
5.22

3.90 8.91 ± 
5.40

Peak-finding, 8-second 
window, 2-Hz pass

2.04 4.34 ± 
6.18

2.85 5.65 ± 
6.32

4.09 14.70 ± 
7.64

FFT, 
4-second window

2.18 2.25 ± 
5.09

3.37 2.76 ± 
4.60

4.80 8.43 ± 
4.26

Autocorrelation, 
4-second window

1.46 1.02 ± 
2.51

2.15 0.63 ± 
2.72

2.81 2.74 ± 
1.92

Peak-finding, 4-second 
window, 1-Hz pass

1.65 2.68 ± 
5.29

2.59 2.19 ± 
5.22

3.79 8.82 ± 
5.43

Peak-finding, 4-second 
window, 2-Hz pass

1.98 4.27 ± 
6.16

2.85 5.60 ± 
6.30

4.07 14.61 ± 
7.63
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7.5 Discussion

7.5.1 Separating Heart and Respiration with Digital Filters

Because heart rates in the human subjects testing varied between 43 beats per minute

and 93 beats per minute, the highest rate was over double the lowest rate; therefore, one

fixed filter cannot be optimal for isolating both signals. The 600-tap Kaiser FIR filter used

in this application works well given the constraints but has a 3-second group delay, caus-

ing changes in the heart rate to show up 3 seconds after they occur. The linear phase does

not distort the signal at all.

If the group delay must be minimized for a given application and IIR filter could be

better suited. It will distort the signal somewhat, but the fundamental is typically about 10

dB higher than the harmonics of the heart signal that the distortion should have only minor

effects on rate-finding accuracy.

Adaptive signal processing could lead to a more optimal heart signal isolation [200,

203]. An adaptive filter can be used to cut out the signal component that is the has the

highest power in the frequency spectrum. Thus the frequency of the respiration signal

could be used to set the cutoff frequency of the heart-isolating filter. Self-tuning filters

allow the filter cutoff frequency to vary with the heart and respiration rates so the filter

does not have to be designed for the worst case [222 - 225]. This enables the use of a less

complicated filter with better properties for the signal processing system. The tuning pro-

cess simultaneously can be used to evaluate the rate of the signal since it tunes to the

signal frequency. It is possible to use adaptive signal processing to remove harmonics of

the respiration signal as well. This could avoid the harmonic of the respiration signal being

misinterpreted as the heart signal.

7.5.2 Combining I and Q

Principal component combining has been found to be the best method for the combi-

nation of the I and Q channels when the dc offset is removed before they are digitized.
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This method and arctangent combining with shifted dc levels both offered better perfor-

mance than the traditional diversity techniques, and principal component combining is

found to be slightly more accurate than arctangent combining. Principal component com-

bining is a data-driven method, which means it does not require calibration as the

arctangent technique with Gram-Schmidt orthonormalization does. If undesired dc offsets

are removed without removing the dc offset from the data, arctangent combining may

improve the accuracy of the signal.

7.5.3 Rate Finding

The optimal window length is found to be 8 seconds and the optimal method is found

to be autocorrelation. The longer the window, in general, the better the signal matching.

However, as the window gets longer, it takes longer for the measured rate to change with a

change in the heart beat, and 8 seconds is determined to be the best compromise between

performance and time resolution. Different methods were best on different data sets. On

signals with a high heart SNR, the peak-finding method is typically the best method, but

often all methods worked well on these signals. The autocorrelation typically is the best

method on the signals with low SNR, and drawing accurate rates out of noisy data is the

true challenge to the signal processing system.

It is possible to use multiple methods simultaneously to check whether changes in the

rate are consistent between methods. Some non-linear signal processing in the rate-finding

algorithm could further improve the accuracy. For example, ignoring sudden jumps in the

rate when applying the exponential average could reduce errors in the rate.

If Doppler radar heart and respiration rate monitoring is used in a system where the

heart signal has a higher SNR, a different rate-finding method may be optimal, but auto-

correlation is the optimal method in the current system. Autocorrelation is also used for

the respiration signal.
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7.5.4 Advanced Signal-Processing Techniques

Several nonlinear methods can be used to flatten the autocorrelation spectrum, includ-

ing center clipping and peak clipping [218]. Nonlinear preprocessing can be used to flatten

the signal spectrum, increasing the amplitude of the harmonic components of the signal,

and thereby enhancing the periodicity of the signal [218]. L. R. Rabiner discusses center

clippers, peak clippers, and smoothers as used with autocorrelation to detect the funda-

mental frequency in [218]. Although these nonlinear preprocessing functions are not used

in this work, they could be introduced in future work to improve the detection of the heart

and respiration rates. 

Wavelet signal processing avoids the trade-offs between time and frequency resolu-

tion, so heart and respiration rates could be detected simultaneously. Wavelet analysis

inherently uses different resolutions for different frequencies, so it is possible that wavelet

analysis could enable heart and respiration rate detection without separating the signals.

Bendetto and Pfander [198] provide an overview of the use of wavelets for periodicity

detection, and Rioul and Vetterli [220] provide a review and tutorial of wavelet signal

processing. 

Wavelets can also be used to remove noise in signals; de-noising is the attempt to

reject noise by damping or thresholding in the wavelet domain. Donoho [206] presents a

technique that reduces noise, achieving almost the best MSE while keeping the function at

least as smooth as the original signal. This technique was adapted to images by Chang

[202], to speech processing by Medina [214], and to EEG signals by Causevic [201]. This

technique could be applied to heart and respiration signatures detected by Doppler radar to

remove noise contributed by residual phase noise and baseband 1/f noise. Although tradi-

tional wavelet denoising [206] requires a SNR of at least 20 dB [205], Causevic et al. have

proposed a technique to use denoising in weak biosignals [201].
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7.6 Conclusions

The heart and respiration signals are separated digitally with an FIR filter, which is

deemed to be superior to an IIR filter for this application. Although the IIR filter can have

sharper cutoff with a shorter delay, the non-constant group delay distorts the signal enough

that it should not be used unless a shorter group delay is mandatory for the application. 

Principal component combining is found to be the best method to combine the I and Q

signals after dc offsets have been removed. If a higher resolution analog-to-digital con-

verter is used, dc offsets will not need to be removed. If dc offsets are not removed in

analog processing, it may be possible to manipulate the dc value to make arctangent com-

bining superior to principal component combining.

The Hamming window is selected for this application because it minimizes the

close-in sidelobes, putting leakage from the respiration signal and its harmonics at least 20

dB below the signal. An 8-second window is chosen for the heart rate finding, as this

allows time resolution sufficient to detect changes in the heart rate, but provides better

accuracy than a shorter window. For the slowest heart rate of 43 beats per minute, this

window includes over 5 heart beats. An 18-second window is chosen for respiration. For

the slowest respiration rates, this window includes 1.5 breaths.

Autocorrelation is chosen as the most accurate rate-finding method for noisy signals.

Pre-processing functions that enhance the periodicity of a signal may be used with the

autocorrelation function in future versions of the digital signal processing algorithm to

improve the rate-finding.

In this work, the heart and respiration signals are separated using fixed filters, then the

I and Q signals are combined using the principal components combining technique. The

heart rate is found by autocorrelating the signal windowed with an 8-second Hamming

window, and the respiration rate is found by autocorrelating the signal windowed with an

18-second Hamming window. The rates are averaged with an exponential filter. 
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Further exploration in adaptive and wavelet signal processing could prove useful in

this application, as both broaden the range of heart and respiration rates for which this

application could be used by not requiring fixed filters or fixed windows, respectively.

The simultaneous use of multiple rate-finding methods and the use non-linear techniques

rather than the exponential average for determining if the rate measured is correct could

decrease the occurrence of aberrations in the rate, and prevent one aberration from affect-

ing the averaging for the length of the exponential averaging filter. 

Additionally, it would be interesting to explore the use of a 24-bit ADC, eliminating

the need for dc blocking in the analog signal processing stages. This would eliminate the

need for a complicated stage that has a non-linear group delay and requires large capaci-

tors, so that the baseband board could be smaller and more simple. This would also enable

the subtraction of dc offsets that are consistent among all measurements made with a given

measurement setup. Calibrating for these dc offsets and subtracting them from the data

rather than high-pass filtering the signal would retain data at and near dc. When the data

near dc is preserved, it is expected that the arctangent combining technique would not

result in the errors seen when the dc offset is removed with filtering. This could result in

more accurate phase demodulation.
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Chapter
8 Summary, Outlook and 
Conclusions

Doppler radar monitoring provides a method to determine the heart and respiration

rates of relatively still subjects without contact and through clothing or bedding. In some

applications, this approach could eliminate the need for affixing electrodes to a subject’s

skin and wiring a subject to a monitor. The technology for this radar monitor has been

miniaturized, with the radio transceiver fully integrated on a single CMOS chip. Because a

monolithic design can be inexpensively mass-produced, this system could be applied to

consumer markets for home monitoring of sleep-disordered infants and adults as well as

the elderly and chronically ill. Additionally, if the electronics are inexpensive to manufac-

ture, the incremental cost of adding additional transceivers is low, making it feasible to use

multiple transceivers simultaneously to overcome problems such as motion artifacts and

multiple subjects in the sensing area.

The feasibility of using a single CMOS chip for microwave Doppler radar monitoring

of respiratory and heart motion has been demonstrated in this thesis. The transceiver chip,

which operates in the 2.4-GHz ISM band, leveraged DCS-1800 cellular basestation

CMOS subcircuit designs by using re-tuned versions in a different configuration to

develop the radar transceiver. One free-running oscillator provides both the source for the

transmitter and the LO for the receiver. The quadrature direct-conversion receiver uses

two active-balun-amplifiers and a passive resistive ring mixer in each receiver chain. In

this system, the dominant noise source is residual phase noise, and this noise limits the

range from which heart and respiration rates can be accurately measured. 
305
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A method comparison study was performed with 22 human subjects to compare heart

and respiration rates measured by the Doppler radar system at ranges from 0.5 m to 2.0 m

to heart rates measured with a conventional ECG and respiration rates measured with res-

piratory effort belts. The heart rate was accurately measured at ranges up to one meter for

most subjects, and the respiration was accurately measured at ranges up to 1.5 meters for

most subjects. The data from the method comparison study was used to verify theoretical

calculations of the variation of the signal-to-noise ratio with range, to determine that prin-

cipal component analysis is the best of the five techniques evaluated to combine the

quadrature channels after dc offsets are removed, and to determine that autocorrelation is

the best of three methods evaluated for calculating the heart rate from the chest motion

signature obtained with Doppler radar.

The use of CMOS fabrication technology makes the system potentially inexpensive to

mass produce, but because CMOS transistors have high 1/f noise, it also means that the

oscillator has high phase noise at the frequencies of interest, which are below ten Hz. The

phase noise is reduced by the range correlation effect, but residual phase noise is the dom-

inant noise source in the system when a CMOS transceiver is used. Range correlation

theory shows that the total time delay between the transmitting and receiving the signal is

the critical factor in determining the amount of residual phase noise - not just the target

range or the transit time for the signal in the air, which determines the signal power. There-

fore, minimizing delays between the oscillator and the antenna maximize the range for a

given signal-to-noise ratio. Range correlation theory was experimentally verified for time

delays applicable to Doppler radar monitoring of respiration and heartbeat in this thesis. 

The noise sources, the variation of signal and noise powers with range, and how the

noise sources affect system-level choices have been discussed in detail. The theoretical

variation of the SNR with range was presented and the results from the human subjects

testing showed that it falls off with range as predicted, confirming that residual phase

noise is the dominant noise source.

There are three main areas for future work in single-chip Doppler radar cardiopulmo-

nary monitoring. First, there are areas where the transceiver itself can be improved, both
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the circuit design and potentially the architecture. Second, there is room for improvement

in the signal processing; adaptive and wavelet signal processing could broaden the range

of heart and respiration rates that could be measured, and they also could be used to elimi-

nate some noise sources and perhaps some motion artifacts. Third, simultaneous operation

of multiple transceivers with MIMO signal processing shows promise for separating sig-

nals from multiple subjects and for isolating physiological motion from other motions of

the subject that are spatially separated from the heart and respiration motion.

A new version of the transceiver should explore possible improvements to the mixer,

phase shifting network, and the voltage-controlled oscillator (VCO). With a direct-conver-

sion receiver, 1/f noise and second-order intermodulation are important factors, and the

mixer could be optimized for these values. The currently used resistive-capacitive phase

shifting network has poor phase and amplitude balance in the integrated receiver; other

phase shift networks should be explored to improve phase and amplitude balance. Finally,

the VCO could be phase-locked to a low-phase-noise reference to reduce the residual

phase noise and improve the SNR. 

Additionally, if a new version of the transceiver is designed, a low intermediate-fre-

quency architecture should be considered. Digitizing at the intermediate frequency would

make analog signal conditioning, including dc offset removal and automatic gain control

much more simple, and possibly integrable on the same chip as the radio. Removing the

dc offset with a low-IF receiver would not result in a loss of data and it would remove

mixer 1/f noise and second order intermodulation products issues. Finally, this architecture

would allow more flexibility in the signal processing. This architecture is briefly discussed

in Appendix F. Potential drawbacks with a low-IF transceiver include more stiff require-

ments on phase and amplitude balance, and a potential increase in residual phase noise

from mixing the VCO signal with a digitally generated signal at a lower frequency. 

The signal processing for isolating the heart signal from the respiration signal, and for

determining the heart and respiration rates could be greatly improved. Either wavelet or

adaptive signal processing for isolating the heart rate could broaden the range of heart and

respiration rates that the system could detect for a given range with fixed filters. Wavelet
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analysis avoids trade-offs between time and frequency resolution, and potentially elimi-

nates the filtering step that separates the signals, allowing simultaneous detection of both

rates. Adaptive filtering enables the cutoff frequency of the filter that isolates the heart sig-

nals to be tuned based on the frequency of the detected respiration signal. Nonlinear

pre-processing of the signals before rate-finding has potential to enhance the periodicity of

the signals, potentially improving the rate-finding. Wavelet denoising could reject noise at

frequencies away from the signal frequencies without attenuating the signal’s harmonics.

Finally, in the rate-averaging step, some nonlinear methods could be used to determine

when an outlier rate has been estimated, and eliminate it from the average, avoiding the

propagation of an error in the rate for many subsequent measurements. 

Finally, the simultaneous use of multiple transceivers with MIMO signal processing is

promising for solving some of the problems that plague Doppler radar cardiorespiratory

monitoring with current methods, such as the error that occurs when multiple persons are

in the antenna illumination area, or the error when a part of the subject other than the chest

is moving, creating motion artifacts, like the subject tapping his or her leg or twitching

occasionally. This is a very interesting area for future research that should explored, as

solving these problems would open Doppler radar cardiorespiratory monitoring to a much

broader set of potential applications, including emergency and triage situations and con-

tinuous monitoring of soldiers, first responders and astronauts. 

Contributions of this thesis to the art and science of non-contact cardiorespiratory

monitoring include the development of the first fully integrated CMOS radar transceivers,

the first published experimental proof of the range correlation theory, a review of previous

measurements of motion at the skin surface due to heartbeat and respiration, and a study

comparing Doppler radar measurements of heart and respiration to standard measurements

on over 20 subjects. Additionally, an estimated value for the product of the radar

cross-section of the moving part of the chest and the amount of chest motion was deter-

mined for both heart and respiratory motion, enabling estimation of the SNR due to heart

and respiration in future system-level analysis. Finally, principal components combining

was shown to be the best method of five methods to combine quadrature channels if dc
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offsets are removed in analog signal conditioning, and autocorrelation was shown to be

the best of three techniques to determine heart rate from the Doppler radar heart signature.

The current version of the single-chip Doppler radar cardiorespiratory detection sys-

tem can successfully measure heart rate up to one meter and respiration rates up to two

meters in most subjects that have been instructed to sit still. The current system could be

used to monitor sleeping or unconscious persons from a relatively close range, avoiding

the need to apply electrodes in the correct position and to wire the subject to the monitor.

The system can detect heart and respiration rates through clothing and bedding, so these

rates can be monitored without the need for the subject to wear special clothing or to

remove clothing from the subject, allowing a sleeping subject to sleep in normal condi-

tions and allowing quicker access to and unconscious subject’s vital signs.

Doppler radar cardiopulmonary monitoring offers a promising possibility of non-con-

tact, through-clothing measurement of heart and respiration rates. A CMOS single-chip

version of this technology offers a potentially inexpensive implementation that could

extend applications to consumer home-monitoring products, and could enable the use of

multiple transceivers to solve some system-level problems. Further advances in the circuit

design, system design and signal processing can increase the range and quality of the

rate-finding, broadening the potential application areas of this technology.
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Appendix
A Medical Glossary

abdominal viscera - organs in the abdominal cavity

airway - tube connecting the external environment to the alveoli

alveoli - air containing sacs in the lungs where gas exchange occurs

anterior - the front

aorta - main trunk of the systemic arteries, carrying blood from the left side of the heart to

the arteries of all limbs and organs except the lungs

aortic valve - passive heart valve between the left ventricle and the aorta that opens when

left ventricular pressure is greater than aortic pressure, leading to ventricular

ejection

apex - the pointed part at the lower end of the heart; the foremost part of the heart; in fit,

young adults, the surface marking of the apex of the heart is the fifth left intercostal

space 

apexcardiogram - mechanical measurement of the chest wall motion due to heart at the

point of maximal impulse relative to other parts of the chest. 

arterial applanation tonometry - measurement of arterial pressure by measuring the

force it takes to flatten a superficial artery 

arteries - the muscular elastic tubes that form a branching system and that carry blood

away from the heart to the cells, tissues and organs of the body

arterioles - the smallest of the arteries, that which feeds the capillaries

atrium - upper chamber of the heart, which stores blood from the veins and empties into

the lower chamber. Plural is atria.
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AV node (atrioventricular node) - A small mass of specialized cardiac muscle fibers

located in the wall of the right atrium of the heart that receives heartbeat impulses

from the sinoatrial node and directs them to the walls of the ventricles.

brachial artery - the main artery of the upper arm, superficial at the elbow

bundle of His - a bundle of modified heart muscle that transmits the cardiac impulse from

the atrioventricular node to the ventricles causing them to contract 

capillary - a microscopic blood vessel where fluid exchange between the blood and the

tissue occurs

capnography - measurement of expired carbon dioxide

cardiokymograph - displacement cardiograph; a coil in a tuned oscillator is placed near

to the chest wall; movement of the chest changes the coil’s environment and

therefore the oscillation frequency

carotid artery - either of two major arteries of the neck and head; branches from the

aorta; superficial at the neck

depolarization - loss of the difference in charge between the inside and outside of the

plasma membrane of a muscle or nerve cell due to a change in permeability and

migration of sodium ions to the interior 

diaphragm - the major muscle of respiration; the diaphragm is attached to the complete

boundary of the thorax from which its dome extends up into the thoracic cavity,

contacting the lower lobe of the lung.

dichrotic notch - small downward deflection in arterial pressure contour immediately

following closure of the aortic valve and preceding the dichrotic wave; in the aorta

it is sharper and is known as the incisura

distal - farthest from the origin

dorsalis pedis artery - the main artery of the foot superficial at the top of the foot

diastole - dilatation of the heart chambers, especially the ventricles, during which they fill

with blood

exhale - to let out or force out the breath
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femoral artery - the main artery of the thigh, supplying blood to the groin and lower

extremity; superficial at the upper inner thigh

heart - chambered muscular organ that pumps blood received from the veins into the

arteries, so that blood flows through the entire circulatory system

impulse cardiogram - mechanical measurement of the chest wall motion due to heart

activity relative to the laboratory frame of reference

incisura - a downward notch in the curve recording aortic blood pressure that occurs

between systole and diastole and is caused by backflow of blood for a short time

before the aortic valve closes 

inhale - to draw in the breath

inferior vena cava - largest vein in the human body, returns blood to the right atrium of

the heart from bodily parts below the diaphragm 

interatrial septum - the wall separating the right and left atria of the heart 

intercostal muscles - muscles that connect adjacent ribs and costal cartilages.

intercostal space - the space between the ribs, numbered from top to bottom

interventricular septum - the wall separating the right and left ventricles of the heart 

isolvolumetric contraction - contraction of the heart while AV valves are closed,

increasing the pressure on a constant blood volume in the heart

kinetocardiogram - see impulse cardiogram

left atrium - the left upper chamber of the heart that receives blood from the pulmonary

veins 

left midclavicular line - an imaginary line extending from the center of the left clavicle

downward over the trunk parallel to the midline, often through the left nipple

left ventricle - the chamber on the left side of the heart that receives arterial blood from

the left atrium and pumps it into the aorta

lung - organ of gas exchange in the thorax. The lung expands as the thoracic volume

increases

mechanocardiography - measurement of the motion or vibration of the chest wall due to

the heart beating
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mid-clavicular line - an imaginary line from the midpoint of the clavicle, often through

the nipple, dividing each side of the anterior chest into two parts

mitral valve - heart valve between left atrium and left ventricle

myocardium - muscular tissue of the heart

pacemaker cells - cells that control the heart rate by making electric impulses

parasternal - adjacent to the sternum

pericardium - the membranous sac filled with serous fluid that encloses the heart and the

roots of the aorta and other large blood vessels

pleural sac - membrane enclosing a lung, connected to the lung, the thorax wall, and the

diaphragm

point of maximal impulse (PMI) - the largest palpable impulse on the chest due to heart

motion; in healthy young subjects, this is in the fourth or fifth intercostal spaces in

the left mid-clavicular line

popliteal artery - continuation of the femoral artery that branches to supply the legs and

feet; superficial at the back of the knee

posterior tibial artery - artery of the lower leg, superficial at the inner ankle

pulmonary - relating to, or affecting the lungs

pulmonary artery - artery that carries venous blood from the right ventricle of the heart

to the lungs

pulmonary vein - vein that carries oxygenated blood from the lungs to the left atrium of

the heart.

pulmonic valve - heart valve between the right ventricle and the pulmonary artery

Purkinje fibers - part of the impulse-conducting network of the heart; they rapidly

transmit impulses from the atrioventricular node to the ventricles

radial artery - branch of the brachial artery beginning below the elbow and extending

down the forearm around the wrist and into the palm; superficial at the wrist

repolarization - restoration of a polarized state across a membrane, as in a muscle fiber

following contraction
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right atrium - the right upper chamber of the heart that receives blood from the venae

cavae

right ventricle - chamber on the right side of the heart that receives venous blood from

the right atrium and forces it into the pulmonary artery

sinoatrial node (SA node) - small mass of specialized cardiac muscle fibers located in the

posterior wall of the right atrium of the heart that acts as a pacemaker by generating

at regular intervals the electric impulses of the heartbeat

sternum - the long flat bone in the middle of the thorax

superior vena cava - the second largest vein in the human body, returns blood to the right

atrium of the heart from the upper half of the body 

systole - contraction of the heart, especially of the ventricles, by which blood is driven

through the aorta and pulmonary artery after each dilation or diastole

thorax - the part of the human body between the neck and the abdomen, bounded on the

top by neck muscles and on the bottom by the diaphragm. The spinal column, ribs,

and sternum form the thorax wall; displacement of either the rib cage or the

diaphragm can change the volume of the thoracic cavity

tricuspid valve - heart valve between the right atrium and right ventricle

veins - any of the membranous tubes that form a branching system and carry blood to the

heart

vena cava - either of two large veins by which the blood is returned to the right atrium of

the heart: superior vena cava and inferior vena cava

ventricle - the lower chamber of the heart, which ejects blood into an artery.

ventricular ejection - when the aortic valve opens and blood from the left ventricle flows

into the aorta
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Appendix
B Quadrature Mixing in 
Direct-Conversion 
Receivers

B.1 Introduction

Quadrature receivers are used in communications systems to decode phase-modulated

information. Quadrature encoding and decoding are used in color television; its use

allowed the color television signals to be backward compatible with the black and white

televisions [233]. The amplitude still corresponded to the luminance, but the phase con-

tained information about the color. Quadrature phase shift keying (QPSK) is a digital

modulation scheme that requires coherent generation and demodulation, and it is com-

monly used in CDMA cellular signal encoding [232]. Quadrature receivers are also used

in heterodyne image-rejection architectures. These avoid the need for front-end chan-

nel-select filtering at the RF frequency [236]. In direct conversion receivers, the image

signal cannot be eliminated with filtering, because the image signal and desired signal are

in the same frequency space, so that quadrature receivers are necessary with this

architecture. 

In radar, a quadrature receiver is used to develop a phase-coherent receiver. This

enables obtaining a velocity vector rather than just a speed with the Doppler shift, which is

important in both moving target indicator (MTI) and synthetic aperture radar (SAR) [240].
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B.2 Complex Exponentials and Quadrature Mixing

While real signals’ positive and negative frequency components are mirror images of

each other, complex exponentials can have positive and negative frequencies that do not

have the same frequency spectra. A detailed description of complex signals and negative

frequency is given in Appendix C of [235], and a brief description is given here. Euler’s

equations define complex exponential phasors as:

(2.1)

and

, (2.2)

where . The  term describes the phasor’s real component, while the

 term describes the phasor’s component along the imaginary, or  axis. Euler’s

equations can be manipulated to show that

(2.3)

and

. (2.4)

These equations indicate that the cosine has equal positive components at  and ,

while the sine has a positive component at  and a negative component of equal magni-

tude at , as is shown in Figure B.1. 

Additionally,
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and
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Therefore, a delay in the time domain manifests itself as a phase shift in the frequency

domain, and this delay can shift a sine wave to a cosine wave.

In quadrature processing, by convention, the real part of the spectrum is called the

in-phase component, and the imaginary part of the spectrum is called the quadrature-phase

component. Real signals, those signals that are real in the time domain, have positive and

negative frequency components. The positive and negative frequency components of a

real spectrum are symmetric about the zero-frequency point. However, the positive and

negative frequency components of a quadrature, or imaginary, spectrum are complex con-

jugates of each other. Complex signals are a combination of in-phase and quadrature, or

real and imaginary components. 

A complex exponential, for example, , has only a single frequency compo-

nent, in this case at a negative frequency, -fLO. Although the complex exponential is not

real, it can be realized by multiplying the signal by both a sine and a cosine at the LO fre-

quency, and then the two signals can be combined as in Euler's equation above [236]. This

is illustrated in Figure B.2.

Figure B.1. Spectra of a real cosine signal and an imaginary sine signal when represented in 
complex notation.
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B.3 Direct-Conversion Receivers

The architecture of a homodyne receiver is simpler than that of a heterodyne receiver.

Since all the amplification and filtering is at baseband rather than at a higher intermediate

frequency, direct conversion receivers use less power than heterodyne receivers, which is

one of the main reasons for their popularity. Another advantage of a homodyne system is

the lack of a need for the high-Q tunable bandpass filter; usually a broadband RF filter

eliminates noise and distorting signals sufficiently to meet dynamic range requirements

[228]. 

Each of these advantages have fueled interest in direct conversion receivers for com-

munications applications and also apply to Doppler monitoring of heart and respiration

motion. Additionally, the range correlation effect is maximized in a homodyne architec-

ture where the same oscillator is used for transmitting and receiving, and no additional

oscillators are needed that may also contribute phase noise.

Figure B.2.  For the real signal, , to be multiplied by a complex exponential with only a 
negative frequency component, , the signal must be split and mixed with 
local oscillator signals to determine the in-phase component, , and the 
quadrature component, . The LO signal on the Q channel is delayed by 90o 
before mixing. The two components can be summed to create the output: 
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B.3.1 Challenges with Direct Conversion Receivers

There are still several challenges with direct conversion receivers. The most serious

problem experienced by direct conversion receivers is the generation of a dc offset in the

baseband section following the mixer. This dc offset is usually larger than flicker or ther-

mal noise and can be larger than the received signal itself, imposing a major adverse effect

on the SNR [226]. The dc offset arises from many causes; the largest offset typically

comes from a signal at the LO frequency that is not the desired signal. In communication

receivers there is no transmitted signal, so that the offending offset is usually caused by

LO coupling to the RF input port. This may happen by the LO signal exiting through the

antenna, reflecting off an object, and returning to the receiver through the RF input port

[226], or by the LO coupling to the RF input through the chip substrate, the bondwires, or

the package leads. When this signal is mixed to baseband, it may cause a dc offset. Addi-

tionally, a large undesired interfering signal at the RF input can leak into the LO port of

the mixer, causing additional down-conversion to dc [226]. The dc offset must be removed

in order to avoid corrupting the signal or saturating baseband stages, either of which

would decrease the SNR. The dc offset caused by a leaked signal reflecting off objects is

time-varying, as are dc offsets from interferers. DC offsets through the package or the chip

are not time-varying or vary slowly with time, so that they are easier to remove. 

In a homodyne radar transceiver, the dc offset may come from all of these causes, as

well as from others. The radar transceiver intentionally transmits a signal, unlike a com-

munication receiver, so that undesired reflections (or clutter) reflect more signal back to

the receiver than with unintentional LO transmission. If the transmitter and the receiver

share an antenna, some of the transmitted signal may be reflected directly to the receiver.

Also, the circulation between the transmitter and receiver may not provide sufficient

isolation.

The first method to remove dc offset is with high-pass filtering of the signal. However,

for most modulation schemes, this requires an extremely low frequency highpass filter

(5-Hz or lower cutoff) [226]. This requires the use of prohibitively large capacitor values,
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which are large and expensive (if available at all), cause phase distortion due to capaci-

tive-resistive coupling, and cause long time-delays [226]. This is a viable solution when

the signal has very little baseband energy near dc, so that higher cutoff frequencies can be

used, thereby decreasing the size of the required capacitors [236]. For communications,

there is a drive towards spectrally efficient dc-free modulation schemes that enable the

ac-coupling method of dealing with dc offset problems. If the signal can be digitized with

sufficient resolution without removing dc, dc offsets can be removed digitally: the base-

band signal can be digitized and averaged over a time window, and a DAC can provide a

dc value to be subtracted from the baseband signal [226]. The spectrum loss at dc depends

on the time-constant of the averaging. 

Another problem is flicker noise, which causes the SNR to be lower than at an IF

where only the thermal noise is present. This is a particular problem in CMOS devices

[236, 241].

Direct conversion receivers often have a problem with spurious LO leakage where part

of the LO signal leaks to the antenna and transmits, causing a problem with FCC regula-

tions [226]. This is not a problem in the Doppler radar, where the LO is also the

transmitted signal.

Phase and gain errors in the quadrature signal generation can cause some problems.

However, it is possible to use digital least-mean-square (LMS) adaptive algorithms at

baseband to sense and compensate for phase and gain errors [226]. This gain and phase

mismatch leads to imperfect complex mathematics. If it is not compensated for, the

receiver's performance is deteriorated [236]. 

B.3.2 Direct Conversion Receivers Used in Radar Systems

Radar systems that use the same oscillator for transmitting and receiving are known as

coherent radar systems [237]. Coherent systems alleviate requirements on oscillator phase

noise [227]. Coherent radar signal processing techniques require that the receiver has

knowledge of the phase of the transmitted signal, and this phase is used to extract informa-
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tion from the received signal. The information is at least partially encoded in the

difference between the phase of the received signal and the phase reference, and the infor-

mation extraction typically takes place at baseband or a very low frequency [234]. The

homodyne technique provides one obvious solution: multiply the received signal by the

carrier to get the phase difference between the two signals [229].

Coherent system techniques allow target detection at weak signal levels lower than

those detectable with non-coherent techniques [229]. When the dominant source of signal

instability is the radar system oscillator that provides both transmitted and reference car-

rier signals, the requirements for the oscillator are decreased over an incoherent radar

system [237].

When converting the signal to baseband, any signal that leaks directly from the trans-

mitter to the receiver is converted to a dc offset, and reflections from clutter are converted

to either dc offsets or very low-frequency noise. The baseband output can be filtered to

remove dc offsets from the transmitted signal. 

Converting to baseband folds the frequency spectrum, making incoming targets indis-

tinguishable from outgoing targets. Additionally, sideband noise from both the positive

and negative frequencies is folded into the baseband signal spectrum, resulting in a 3-dB

decrease in the signal-to-noise ratio. However, a quadrature receiver can be used for sin-

gle-sideband detection, which allows direction-sensitive detection [231] and avoids the

decrease in the signal-to-noise ratio [239]. The quadrature detector is similar to that in

Figure B.2. Approaching targets have a positive Doppler frequency shift, while receding

targets have a negative Doppler frequency shift. After they are mixed to baseband in a

quadrature receiver, single-sideband detection enables the determination of whether the

frequency is positive or negative by assessing which channel lags the other by  [231].

However, it is critical to maintain balance in the receiver chains to eliminate false targets

[230].

π
2
---
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B.4 Image Cancellation

B.4.1 Image Frequency

When a real RF signal is mixed with a real cosine signal, both its negative and positive

frequency components are convolved with the negative and positive frequency impulses

of the cosine wave. This results in components of the RF signal at  and

, as shown in Figure B.3. Another signal, known as the image signal, is also

translated to the intermediate frequency. This signal is centered at , where

(2.7)

or

. (2.8)

Figure B.3 shows how the image signal is translated to the same intermediate frequency as

the RF signal. If this signal is not sufficiently attenuated before mixing with the LO, it will

overlap with the desired signal at the IF, causing interference that is difficult, if even pos-

sible, to remove.

B.4.2 Use of Quadrature Mixing in Image Cancellation

In a heterodyne receiver, the image frequency is two times the intermediate frequency

from the radio frequency, as in (2.8). Since there are limits on the bandwidth of the RF

band-pass filter, to keep the image channel outside the passband of the RF filter, the IF

cannot be arbitrarily small. Filtering limitations typically limit the IF frequency to

between 10 and 100 MHz, so that amplifying and filtering at this stage requires a rela-

tively high power dissipation. Also, the high-quality IF filters usually require off-chip

passive components that compose a large fraction of the size, weight, and cost of the

receiver. With a higher IF, the requirements on the RF image rejection filter are relaxed,

but the channel selection filters are typically either of lower quality or of greater expense.

fRF fLO+( )±

fRF fLO–( )±

fIM
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fIM fRF 2fLO–=



B.4.   Image Cancellation 325
Therefore, the choice of IF is a trade-off between the image rejection and channel selec-

tion [236]. 

To relieve the requirements on the RF pre-select filter that attenuates the image signal,

image signal cancellation schemes have been implemented. The function of image-reject

architectures relies on mixing with a complex exponential rather than with a real sinusoid,

as illustrated in Figure B.4. Although complex exponential signals cannot be created

explicitly, cosine and sine signals can be combined to create complex exponential signals.

Signal cancellation or image-rejection architectures downconvert the entire RF spectrum

to the IF in two identical mixers driven by signals 90 degrees out of phase, or in quadra-

ture. With appropriate signal processing, the image signal theoretically can be removed

completely, which facilitates the use of a lower IF frequency. 

-fLO fLO

RF signalImage signal

fIF = fRF - fLO

Figure B.3. RF and image signals in a heterodyne receiver. When a real signal is mixed with a 
real cosine signal, and the LO is not in the RF signal band, the RF signal and the 
image frequency are both mixed to the intermediate frequency. A pre-selection 
filter that attenuates the image signal must be used to obtain the desired signal 
without interference from the image. This often requires a high IF, since the image 
frequency is the RF frequency minus double the IF.
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Two common image-reject architectures are shown in Figure B.5 and Figure B.6.

Figure B.5 shows the Hartley image reject architecture, which uses single-sideband mix-

ing. It mixes the RF input with quadrature outputs of the local oscillator, low-pass filters

the results, and shifts one of the outputs by 90o before adding them together. With this

architecture, when the input signal is equal to 

where  is the image frequency, the output is . Mixing the

input signal with the quadrature outputs creates the in-phase (I) and quadrature (Q) chan-

nels. Since the quadrature channel is in the imaginary plane, its negative frequency

components are inverted. The 90o phase shift is the equivalent to multiplying by , which

inverts the negative frequencies again and brings the quadrature signal back to the

in-phase plane. When the outputs of the two receiver chains are summed, the spectrum of

the desired signal is positive in all cases, but the spectrum of the image is negative on the

quadrature chain and positive on the in-phase chain, so that when added, the image disap-

pears and the resulting output has the desired spectrum at both the positive and negative IF

ARF 2πfRFt( )cos AIM 2πfIMt( )cos+

fIM
ARF

2
---------- 2π fRF fLO–( )t( )cos

-fLO

RF signalImage signal

fIF = fRF - fLO

Figure B.4. RF and image signals in an image-reject architecture. When a real signal is mixed 
with a complex exponential, the RF and image signals continue to occupy 
separate places in the spectrum.
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frequencies. A main drawback of this architecture is its sensitivity to mismatches, which

typically limit its image rejection to 30 or 40 dB [238]. Additionally, achieving a 90o

phase shift in the receiver chain requires a circuit that typically suffers from trade-offs

between linearity, noise and power dissipation.

Figure B.6 presents the Weaver image-rejection architecture. To avoid the 90o phase

shift in the receiver chain, an additional quadrature oscillator is used to provide the second

phase shift. This second mixer downconverts the signals to baseband. Again, on the

in-phase chain, all the signals are positive. The quadrature chain output has the image fre-

quency positive and the desired signal negative. A subtraction of the two signals results in

a baseband output with only the desired signal while cancelling the image signal. Similar

Figure B.5. Hartley heterodyne image rejection architecture. This design uses quadrature 
channels, with a 90o phase shift on the quadrature channel before the in-phase (I) 
and quadrature (Q) channels are summed, eliminating the image signal.

90o

90o

2πfLOt( )cos

I

Q
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to the Hartley architecture, this architecture suffers from limitations due to mismatches in

gain and phase between the two receiver chains [230].

B.4.3 Quadrature Mixing in Direct Conversion Receivers

When the IF signal is reduced to zero, the heterodyne receiver becomes a homodyne

receiver, also known as a direct-conversion receiver or a zero-IF receiver. This architec-

ture does not suffer from the image signal problem that the heterodyne receivers need to

deal with, because the image frequency is the negative frequency component of the

desired signal. However, as shown in Figure B.7, if the two sidebands of the RF spectrum

are different, which they typically are, multiplying by a real sinusoid will irreversibly cor-

Figure B.6. Weaver heterodyne image rejection architecture. This design uses two 
downconversions to reach baseband, with a cosine LO used for the two 
downconversions on the in-phase (I) channel and a sine LO used for both 
downconversions on the quadrature channel. The two channels are summed to 
eliminate the image. 

2πfLO1t( )cos

I

Q

90o 90o

2πfLO2t( )cos

-
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rupt the signal [226]. The signal corruption can be viewed as the negative frequency

portion of the channel folding onto the positive frequency part of the channel. A quadra-

ture receiver is typically used in homodyne receivers to avoid this problem, as shown in

Figure B.7. 

As with a heterodyne receiver, mixing with a complex exponential avoids the image

problem, as shown in Figure B.8. As in heterodyne receivers, the precision to which the I

and Q demodulation paths are matched determines how well the image signal can be sup-

pressed. The specifications on image suppression are not as severe as they are for

heterodyne receivers, because the amplitude of the image signal is known to be the same

as the desired signal [228]. 

RF signal

-fLO fLO

Figure B.7. Self-image problem with a direct-conversion receiver. If a quadrature receiver is not 
used, both the positive and negative frequency components are down-converted 
to baseband, where they can interfere with each other.
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Appendix
C Direct Phase 
Demodulation and DC 
Offsets

C.1 Introduction

As discussed in detail in Chapter 2, the use of a quadrature receiver rather than a sin-

gle-chain receiver for Doppler monitoring of heart and respiration can greatly improve the

measurement of heart and respiration signatures. If the better of the two channels is

selected, the phase-demodulation null points can be avoided. A quadrature receiver also

offers the possibility of direct phase demodulation, as was introduced in Chapter 2

Section 2.2.3 under the assumption of perfect phase and amplitude balance between the

receiver chains. This chapter discusses the problems encountered in the practical applica-

tion of direct phase demodulation, including dc offsets and phase and gain imbalance.

Phase imbalance occurs when the two LO signals are not exactly 90o out of phase, and

gain imbalance occurs when the two RF signals do not have equal amplitude at the mixer.

Another problem with direct phase demodulation is that the calculation of the phase

requires taking the arctangent of the ratio of the Q channel to the I channel. Since the I

channel is in the denominator, the ratio between the channels gets very large near the

zero-crossings of the I-channel, amplifying noise on the Q channel in those areas. 

In a homodyne transceiver, dc offsets occur due to several factors, including offsets

inherent to the circuit, self-mixing, reflections from stationary objects, and dc values that

are due to the phase relationship between the RF and LO signals and are actually part of
333
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the data. When using a quadrature receiver in the direct demodulation mode, it is desirable

to keep the portion of the dc offset due to the phase relationship between the signals, but

not the other offsets. When using a single ended receiver or when selecting a single chan-

nel from a quadrature receiver, it is generally acceptable to remove the dc offset, which

simplifies analog amplification and filtering. 

The Gram-Schmidt technique for orthonormalization is introduced to combat the gain

and phase imbalance. This technique uses a calibration of the gain and phase imbalance,

and then applies a linear transformation to the I and Q signals to correct the gain and phase

imbalance. This technique does not, however, correct for errors due to the zero-crossings

or due to dc offsets.

C.2 Quadrature Receiver Theory

Direct-conversion receivers typically use quadrature mixing to reconstitute down-con-

verted signals, avoiding aliasing [242], [245]. Quadrature mixing is attractive for

demodulating the chest-displacement signal because it theoretically allows perfect phase

demodulation. The challenges inherent in the homodyne quadrature architecture - phase

imbalance, gain imbalance and dc offset - impede the combination of the I and Q channels

to directly demodulate the phase. The gain and phase imbalance act as a linear transform

on the I and Q components; the information is effectively collected on axes that are not

normal and do not have the same scale. It is possible to correct for a known phase and

amplitude imbalance using the Gram-Schmidt procedure to make two vectors orthonormal

[243]. This method is insufficient in wideband systems where the phase imbalance varies

with frequency, or in systems that need a high level of image cancellation. However, the

Doppler radar system is extremely narrow-band and the only image frequency is the

reflection of the desired signal, so neither of these concerns are applicable.

Following is a general signal analysis of an imbalanced quadrature receiver in a Dop-

pler radar context, and methods of compensation with baseband digital signal processing.

As shown in Chapter 2, the ideal baseband I and Q outputs are the cosine and sine, respec-



C.2.   Quadrature Receiver Theory 335
tively, of a constant phase-shift, , due to the nominal distance of the target summed with

a time-varying phase shift proportional to the chest position, . When only one of these

channels is used to demodulate the phase, the value of the constant phase shift determines

whether the signal is at an optimal phase demodulation point or at a null point. With no

errors, the phase can be directly demodulated using the arctangent:

 . (C.1)

The combined phase term is , where  is the chest

motion, 

(C.2)

is the constant phase shift and

(C.3)

is the residual phase noise. 

This phase demodulation works perfectly when the phase between the two LO signals

is exactly 90o, the amplitude of both LO signals and both RF signals are the same, and

there are no significant dc offsets due to sources other than the data. However, real sys-

tems have each of these non-idealities to some extent. For this analysis, the amplitude

error, , is defined as the ratio of the amplitude of the Q RF signal to that of the I RF sig-

nal. The phase error, , will be defined as the difference between the phases of the two

LO signals minus 90o. The cumulative dc offsets on the I and Q channels are  and ,

respectively.  is the ratio of the amplitude of the RF input signal to the I chain LO

signal. 

With these non-idealities, the LO signals are 

(C.4)

and
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. (C.5)

The received signals are:

(3.6)

and

 . (3.7)

After the received signal is mixed with the LO signals, the baseband signals are:

(C.8)

and

, (C.9)

where  and  are the dc offsets of the I and Q channels, respectively. 

When direct phase demodulation is used on these outputs, the output is 

(C.10)

The phase error, , can be defined as the difference between this phase, and the ideal

phase:

. (C.11)

The maximum error occurs at , where

. (C.12)

If  is small, the small angle approximation yields:
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(C.13)

If there are no unwanted dc offsets, 

(C.14)

C.3 Causes of DC Offsets

In section Section C.3.1, the consequences of removing the dc offset due to the phase

relationship are assessed. In Section C.3.2, the likelihood of the dc offset due to self-mix-

ing being the same in the I and Q channels is discussed. If they are the same, it would be

possible to remove this offset while leaving the offset due to the phase relationship. In sec-

tion C.3.3, the magnitude of dc offsets due to stationary objects are assessed in

relationship to the magnitude of the signal to determine whether they are negligible. How-

ever, it is difficult to remove the dc offset due to self-mixing while keeping the dc offset

due to the phase relationship, as filtering methods simply remove all the dc offset.

C.3.1 DC Offset Due to Phase Relationships

The dc offset due to the phase relationships is important when combining the I and Q

channels with the arctangent as in (C.1). When the two signals are in the optimum phase

demodulation relationship, there is no dc offset, though the dc offset increases as the phase

demodulation relationship becomes less optimal, reaching a maximum at the

phase-demodulation null point. This dc offset is an important part of the phase relation-

ship, and is therefore necessary to exactly obtain the phase by combining I and Q signals

with the arctangent technique. The calculations below show the demodulated phase after

the dc offset is removed. For simplicity in these calculations, the following substitutions

are used:
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(C.15)

. (C.16)

With these substitutions, the I and Q signals at baseband are:

(C.17)

and

 . (C.18)

If , , the small angle approximation can be applied and the baseband

signals are approximately:

(C.19)

and

(C.20)

The dc values are  for the I channel and  for the Q

channel. 

C.3.2 DC Offset Due to Self-Mixing

DC offset due to self-mixing occurs when the RF output signal mixes with the LO,

either through substrate coupling or from reflections at the antenna connection. This dc

offset is undesirable, as it limits the dynamic range of the receiver without adding infor-

mation about the target. One important question is how different the dc offsets are between

the I and Q channels. If they are the same, it may be possible to remove this offset without

removing the desirable dc offset due to the phase relationship.
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The mixer conversion gain, referred to as AC, is calculated as the ratio of the IF output

power to the RF input power. Assuming the self-mixing signal is the LO or the transmitted

signal (which are identical for these purposes) with a phase delay  and an amplitude

ASM, the baseband I signal is:

 , (C.21)

and after low pass filtering, the I channel dc offset is 

 . (C.22)

Similarly, the baseband Q signal is:

 , (C.23)

and after low pass filtering, the Q channel dc offset is

 . (C.24)

If  is near zero, the offsets will be nearly identical, but if  is on the order of

 or greater, the offsets can become quite different. If self-mixing occurs through

on-chip coupling, the value of  should be near zero. However, if it occurs through the

antenna or coupler, the phase shift will be larger and may cause the offsets to be non-iden-

tical. The I and Q dc offsets are shown versus the phase delay in Figure C.1.

For coupling through the chip, the wavelength is about 62.5 mm, and for a 1 mm dis-

tance,  radians. For coupling through the board, the wavelength is

similar and there is approximately an additional 30 mm of distance, which consists of a

delay of  radians. The coaxial cable to the antenna adds about 100 mm

of round-trip distance, with a wavelength of about 108 mm, leading to 

radians. There are additional delays due to the bondwires and package leads, as well as the

connections between the leads. This analysis indicates that there are self-mixing delays

from 0.1 to nearly  radians, so the I and Q dc offsets could be significantly different.
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If there are several self-mixing inputs at the RF input to the mixer, they interfere con-

structively and destructively before they are mixed to dc offsets at baseband. There will

always be several self-mixing inputs, but they will often have different amplitudes,

depending on how the signal is coupled from the output to the input.

C.3.3 DC Offset Due to Reflections from Stationary Objects

It is assumed that the signal hits much of the body that is not moving, as well as the

bed or chair behind the subject, and that pulses have different waveforms at different loca-

tions on the body. Reflections from each of these sources will occur at a different distance

from the transceiver, and each will have a different reflected amplitude. For simplicity, the

following equations are described without including phase noise. The two pulses that are

being measured have waveforms x0(t) and x1(t), are at distances d0 and d1, and have

received signal amplitudes A0 and A1, respectively. The stationary part of the body and the

bed behind the body are at distances d2 and d3, with received signal amplitudes A2 and A3,

respectively, as shown in Figure C.2.

Figure C.1. The dc offset due to self-mixing vs. the phase delay in radians. The I signal’s dc off-
set is the solid line, and the Q signal’s dc offset is the dotted line. 
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


(C.25)

When this is mixed with the LOs, the results are:

(C.26)

and

(C.27)

where the dc components from the stationary part of the body and the stationary back-

ground are represented by DI and DQ:

(C.28)
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Figure C.2. Distances to moving and stationary parts of the subject and the chair.
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(C.29)

If these dc offsets are not removed, it is difficult to directly demodulate the phase.

Since the cross-sectional area that is not moving is much greater than the area that is mov-

ing, the A2 and A3 terms are expected to be much larger than the A0 and A1 terms, so that

the dc offset due to this factor will be non-negligible. For this reason, it is necessary either

to remove dc offsets before sampling or to have an analog-to-digital converter with high

enough resolution to detect both the heart signal and the entire dc offset. If the dc is

removed, either the phase can be demodulated using either I or Q, or the output will suffer

the minor inaccuracies experienced when I and Q are combined after the dc offset is

removed, as shown in Section C.4. 

C.4 Effects of DC Offset Removal in a System with 
Signal Imbalance

In a homodyne transceiver, there are several causes of dc offsets. All receivers have

some dc offset due to mismatch in the signal path between the mixer and I/Q inputs to the

detector. All direct-conversion receivers have dc offsets due to imperfect isolation

between the LO port and the RF input to the mixer; LO self-mixing will result in a dc

value. Radar transceivers have additional self-mixing due to the non-idealities of the cir-

culator and reflections at the antenna, as well as dc offsets due to reflections from clutter.

The heart and respiration signals only come from the parts of the body that are moving;

the surrounding environment and all the stationary parts of the body are considered to be

clutter and contribute to the dc offset.

The dc offset is typically 2 to 3 orders of magnitude larger than the signal amplitude,

which makes it difficult to amplify the microvolt signals sufficiently for high-resolution

digitization without saturating the amplifiers or analog-to-digital converters (ADCs).

Removing the dc offset through filtering or subtraction before amplification avoids this

problem, but leads to another: since the baseband signals have data at dc, when removing
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dc offsets, a portion of the signal is removed. This problem is strongly pronounced in this

application, which is extremely narrow-band, with respiration rates typically between 0.1

and 0.4 Hz, and heart rates typically between 0.83 and 1.5 Hz. 

When using a single-channel receiver, or when using a quadrature receiver in chan-

nel-selection mode, it is generally acceptable to remove the dc offset, which simplifies

analog amplification and filtering. However, when directly demodulating the phase, as

described in (C.1), it is desirable to keep the part of the dc offset caused by the phase rela-

tionship between the LO and the received signal, but not the dc offsets due to self-mixing

and reflections from stationary objects. MATLAB simulations of the effect of removing

the dc offset due to the phase relationship indicated that given a 0.5 mm peak-to-peak

motion due to the heart and a 2 cm peak-to-peak motion due to respiration, the largest

error due to removing the dc offset is 1%, as shown in the simulation in Section C.4.3.

C.4.1 Theory - Removal of DC without Phase and Amplitude Error

If the dc values calculated assuming  in Section C.3.1 are removed before

digitizing, the phase term is:

(C.30)

Using the  trigonometric identity,

(C.31)

Then, using the  identity,

(C.32)
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Using two tangent trigonometric identities,  and

, the phase can be calculated as:

(C.33)

Dividing through by ,

. (C.34)

Then, using the  identity, 

(C.35)

Substituting for p0 and p(t), 

(C.36)

The final term in (C.36) is a dc offset, and other than the dc offset, the  term is pro-

portional to the phase when the  criteria is met. If the criterion is not met, the

output is less straightforward.

C.4.2 Theory - Removal of DC with Phase and Amplitude Error

If the above equations are calculated including phase and amplitude imbalance, the I

and Q signals at baseband are:

(C.37)
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 . (C.38)

If , which requires  and small residual phase noise, the small angle

approximation can be applied and the baseband signals are approximately:

(C.39)

and

(C.40)

The dc values caused by the phase relationship between the two signals are those with-

out a  term:  for the I channel and  for

the Q channel. If these are subtracted from the baseband signals before they are summed,

as would occur if all the dc offset was removed, the dc offsets in Section C.2 would be:

 and . Therefore, when the

dc offset is removed, the baseband signals are:

(C.41)

and

. (C.42)
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The directly demodulated phase is therefore:

(C.43)

If  is small, the small angle approximation yields:

 . (C.44)

C.4.3 Simulation of Effects of DC Removal

To illustrate the severity of the removal of dc, the baseband signals were modeled

assuming that the chest movement due to respiration was a 5-cm sinusoid with a period of

5 seconds and that the movement due to heart was a 0.5-mm sinusoid with a period of 1.1

seconds. This was calculated with carrier frequencies of 2.4 GHz, 1.6 GHz, and 900 MHz,

and with phase offset  as in (C.2) with values of . The dc offset is calcu-

lated as the mean over the measurement interval. The phase is calculated using the full

signal, including the dc offset, and with the dc offset subtracted. The waveforms for the I

and Q channel data, the phase calculated with the dc offset included, and the phase calcu-

lated with the dc offset removed are shown for a 2.4 GHz carrier in Figure C.3.
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To determine the relative error between the signals, each of the output signals was

scaled to match the chest motion signal with the minimum mean squared error. The scale

values for each output are given in Table C.1. The chest motion signal was then scaled to

have an amplitude of 1, and the output signals were each scaled by the same value. Then

the normalized mean squared error (NMSE) between the scaled output signal and the

scaled chest motion signal was calculated. This value is given in the plots, as well as in

Table C.1.

The mean-squared error of the phase with the dc offset present is always lower than

the error if the dc offset is removed. However, with the dc offset removed, the highest nor-

malized mean squared error calculated was only 0.13%. Since these errors are so small,

the cost of removing dc in phase demodulation is likely less than the benefits gained by

increasing the signal’s dynamic range through blocking the dc and amplifying the base-

band signal.

When the Q signal is at a phase-demodulation null point ( ), the mean

squared error for that signal is very high because it is proportional to the square of the

chest motion signal. The I signal at this value of  is at the optimal phase demodulation

point; it closely matches the chest motion signal. At values of  and , the I and

Q signals are both halfway between the optimal and the null phase demodulation points,

so their errors are almost identical.

θ π 4⁄=

θ

θ 0= π 2⁄
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Figure C.3. Phases calculated with and without dc offset removed, for a 2.4 GHz carrier. 
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Table C.1: Weighting Values for Scaling Output Signals to Minimize Mean Squared 
Error Between the Outputs and the Chest Motion Signal.

C.5 Effects of Signal Imbalance and Gram-Schmidt 
Technique

C.5.1 Causes of Phase and Amplitude Imbalance

Phase and amplitude imbalance between the two receiver chains are induced by the

RCCR circuit and mismatches between RF components, baseband components, and the

ADC in each receiver chain. A separate RCCR tester has a measured phase error of 3° and

an amplitude imbalance of 3.3 dB. The overall phase difference between the I and Q chan-

nels was measured by using two signal generators as the external LO and the RF input,

and looking at IF frequencies under 50 Hz. The voltage amplitude relationship between I

and Q was measured by comparing the magnitude of the signals, and the autocorrelation

of the two signals was used to determine their phase relationship. The measured amplitude

error was 2.66 and the measured phase error was 37o. 

C.5.2 Effects of Signal Imbalance

When direct phase demodulation is used, the magnitude with no DC offsets is:

(C.45)
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If the unwanted dc offsets were completely removed, so ,

(C.46)

If there are no dc offsets and no amplitude error, the only remaining error is the phase

error,

(C.47)

C.5.3 Gram-Schmidt Technique for Orthonormalization

It is possible to correct for a known phase and amplitude imbalance using the

Gram-Schmidt procedure to make two vectors orthonormal [243]. This procedure takes

any two initial basis vectors,  and  and creates an orthonormal basis, with basis vec-

tors  and . For this application, non-normal basis vectors  and  are converted to

the orthonormal basis vectors  and .  is taken to be , and then 

is converted to be normal to : 

, (C.48)

and is then normalized:

. (C.49)

This operation is shown in matrix form in (C.50).

(C.50)

If

, (C.51)
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then

. (C.52)

C.5.4 Effects of DC Offset Removal on Gram-Schmidt Technique

If both the desired and unwanted dc offset are removed before the application of the

Gram-Schmidt technique, no additional error is imparted into the data due to the use of the

orthonormalization algorithm.

(C.53)

C.5.5 Effects of Residual Error on Gram-Schmidt Technique

If the phase and gain error estimate are not exact, some residual error remains after the

application of the Gram-Schmidt algorithm. If the actual gain and phase error are  and

 and the values of the gain and phase error used in the Gram-Schmidt algorithm are

 and , then

BI orth,

BQ orth,

AR θ t( )( )cos

AR θ t( )( )sin
=

BI orth, '

BQ orth, '

1 0

φe( )tan– 1
Ae φe( )cos
-------------------------

AR p0 p t( )+( )cos AR p0( )cos–

ARAE p0 p t( ) φE+ +( )sin ARAE p0( )sin–

AR p0 p t( )+( )cos AR p0( )cos–

AR p0 p t( )+( )sin AR p0( )sin–

=

=

AE

φE

AE eA+ φE eφ+



352 C:   Direct Phase Demodulation and DC Offsets
(C.54)

The  vector is unaffected, but the  vector is distorted. The  amplitude

term has been set to 1 in the following calculations to simplify the equations.

(C.55)

If , the small angle approximation gives:
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(C.56)

C.6 Effects of Zero Crossings

As is shown in Figure C.4, if the dc is removed and an additional offset is not added to

avoid zero-crossings, the data spikes at the zero-crossings, making it impossible to view

the trace. In the “shifted” traces, the dc values of the I and Q channels are shifted so the

minimum value of each channel is 0.1 before the arctangent of the Q/I ratio is computed.
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Figure C.4. Data from subject 4665, showing the I and Q channels, the combined channels 
using the arctangent technique after the dc offset was removed and the combined 
channels after the dc value was shifted to avoid zero-crossings. The top four 
traces are the respiration signal, and the bottom four traces are the heart signal.
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C.7 Effects of Adding Offset to Avoid Zero Crossings

To determine how much error is produced by shifting the dc offset to avoid zero-cross-

ings, the techniques were compared with simulated data. While removing the dc offset

only slightly increased the normalized mean-squared error of the simulated signal, shifting

the dc value resulted in a normalized mean-squared error as high as four orders of magni-

tude greater than the optimal phase demodulation. The simulated data is shown in

Figure C.5 and in Table C.2.
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Figure C.5. Phases calculated with dc offset removed and with dc offset shifted to avoid 
zero-crossings, for a 2.4 GHz carrier.
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Table C.2: Weighting Values for Scaling Output Signals to Minimize Mean Squared 
Error Between the Outputs and the Chest Motion Signal.

C.8 Conclusions

Some level of phase and amplitude imbalance is unavoidable in quadrature direct-con-

version receivers, but these errors can be compensated for with Gram-Schmidt

orthonormalization if the errors are known. DC offsets are also unavoidable in a

direct-conversion radar receiver. Removal of the dc offsets causes only minor error in a

noiseless system, but with noise the signal’s zero-crossings can cause significant errors. If

the signals are shifted to avoid zero-crossings, the error may become greatly increased at

some RF-LO relationships. A low-IF transceiver will be considered in future versions of

the transceiver to eliminate dc-offset concerns and to make baseband analog processing,

especially the ADC and dc-offset removal, more straightforward. 
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Appendix
D Derivation of the 
Theoretical 
Signal-to-Noise Ratio

D.1 Introduction

The signal-to-noise ratio (SNR) is derived to assess the theoretical limits of the radar

system, and to determine what factors affect the limits. The received power is determined

by the radar equation, as described in Section D.2. This equation takes into account the

range to the target, the transmitted power, the radar cross section, the antenna gain, the

wavelength, and the range. The amount the signal is modulated is determined by the

amount of physiological motion in the direction of the transceiver; Section D.3 describes

how the amount of modulation is converted to baseband signal power. The amount of sig-

nal at baseband depends on received power and phase modulation. Noise sources include

RF phase noise from the oscillator, environmental thermal noise, and baseband 1/f noise

of the mixer and of the baseband signal conditioning circuits. The amount of noise at the

mixer output from each of these sources is calculated in Section D.4. The variation of

SNR with range, radar cross section, and the amount of physiological motion is explored

in Section D.5. Section D.6 describes how operation in the near-field affects the antenna

gain.
359
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D.2 Radar Equation

The radar equation is used to estimate the received signal power in a radar system,

helping to determine the system’s theoretical limits. The estimated received power is

based on the transmitted power, the range to the target, and the properties of the transmit

antenna, the target, and the receive antenna. When measuring motion due to heart and res-

piration with a Doppler radar transceiver, in some cases the residual phase noise will be

the limiting factor; otherwise the limiting factor will usually be receiver sensitivity and the

received signal power. 

To estimate the received signal power, it is necessary to determine how much power is

lost and gained at various steps between the transmitter and the receiver. These losses and

gains are discussed in this section, and they can be followed in Figure D.1 and Figure D.2.

Greater detail on these steps can be found in [249] and [258].

To calculate the received power in a radar system, it is necessary to first calculate the

transmitted power in the direction of the target. Antennas are generally measured in rela-

tion to an isotropic antenna that radiates uniformly in all directions. The power density,

, at any distance R from an isotropic antenna is the transmitted power, , divided by

the surface area of a sphere with radius R, , with attenuation due to atmospheric

absorption, given as  in each direction of propagation:

 , (D.1)

in W/m2. The gain, G, of an antenna is the ratio of the power radiated toward the center of

the target by that antenna to the power radiated in all directions by an isotropic antenna in

that direction. The power radiated in the desired direction is known as the effective radi-

ated power, ERP, and is equal to the gain multiplied by the transmitted power: 

 . (D.2)

PD PT

4πR2

e αR–

PD isotropic,
PTe αR–

4πR2
-------------------=

ERP GPT=
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The power density at a range R from a non-isotropic antenna is the ERP in that direc-

tion divided by the surface area of a sphere with radius R, with attenuation due to

atmospheric absorption, α:

 . (D.3)

The radar target intercepts a portion of the radiated power and reflects it, partially in

the direction of the radar receiving antenna. The radar cross section, , is determined by

the amount of power incident on the target that is re-radiated toward the antenna. The

radar cross section is not the same as the physical cross section; it depends on the electri-

cal properties of the material and its three dimensional shape, as described in

Section D.2.1. The signal power reflected from the target is:

 . (D.4)

This reflected signal then spreads out in space similarly to the transmitted signal. If the

receiving antenna is co-located with the transmitting antenna, the power density just

before the receiving antenna is the reflected power divided by the surface area of a sphere

with radius R:

 . (D.5)

The receiving antenna is traditionally described by its effective area, , which

determines what portion of the radiated energy it can capture. The power received is equal

to the power density at the antenna, multiplied by the effective capture area,  of the

receiving antenna:

 . (D.6)
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This equation can also be written in terms of the receiving antenna’s gain. The relationship

between the receiving antenna’s gain and effective area is:

 ; (D.7)

when this is substituted into (D.6), the resulting expression for the received power is:

 . (D.8)

This final term is known as the radar equation. When the same antenna is used for trans-

mitting and receiving, the gain is the same for both antennas, and the equation can be

simplified to:

 . (D.9)

GR
4πAe R,

λ2
------------------=
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PTGTσλ2GRe 2αR–

4πR2( )
2

4π( )
-----------------------------------------------
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4π( )3R4
-----------------------------------------------= =

Figure D.1. Illustration of power, effective radiated power, and power density at various points 
in the Doppler radar system. PT is the transmitted power, G is the antenna gain, R 
is the distance between the target and the antenna,  is the attenuation,  is the 
radar cross section, and  is the wavelength of the RF signal. These equations 
assume that the target and antenna are sized such that they are in the far-field at 
the range of measurement.
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However, for the distances used in this application, the attenuation term when operating

through air has a negligible effect and can be dropped:

. (D.10)

An equivalent circuit representation of this equation is given in Figure D.2.

For radar monitoring of heart and respiration rate, the radar cross section is the only

value that is not clearly defined. This will be discussed in more detail in the following sec-

tion. The radar equation assumes that the target is in the antenna far field. This is not

necessarily true for all cases, especially at very close ranges and for respiration, when the

target is larger compared to the range than it is for the heart. The effects of being in the

antenna near-field are discussed in Section D.6.

D.2.1 Radar Cross Section

The radar cross section (RCS) is a measure of how well the target reflects radar signals

in the direction of the radar receiver. It can be described as the ratio of the strength of the

reflected signal from the target to the reflected signal from a perfectly smooth and per-

fectly conducting sphere with a 1 m2 cross-sectional area [249]. It is often described as:

PR
PTG2σλ2

4π( )3R4
------------------------=

Figure D.2. Equivalent circuit representation of the radar equation, after [249].
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(D.11)

When measuring a person, calculation of the projected cross section requires including the

whole person as well as the bed or chair on which they are sitting. If the entire person (as

well as bed or chair) is not in the beam of the antenna, then only the illuminated portion

should be considered. If this is the case, the target is in the near-field, as is discussed in

Section D.6. However, for physiological motion measurement, the size of the area in

motion determines the radar cross section; the stationary part of the body is considered to

be clutter.

The reflectivity is the amount of the intercepted power that is reflected rather than

absorbed. This is calculated based on the frequency of operation and the dielectric proper-

ties of the subject’s skin and muscle in Section D.2.2. 

The directivity is the ratio of the scattered power back towards the antenna to the

power that would have back-scattered had the target been an isotropic radiator. This is dif-

ficult to calculate for this application, as it will depend on the individual’s shape and their

orientation with respect to the antenna.

The radar cross section of a sphere varies with its size in wavelengths. A sphere with a

radius  has a circumference in wavelengths of: 

 , (D.12)

with  [249]. The radar cross section exhibits a rapid rise in the region

, known as the Rayleigh region. When , there is interference

between creeping and specular waves. Specular waves are reflected from the front of the

sphere, and creeping waves travel around the body and are reflected from the shadowed

side. When the two types of waves are of similar sizes, they interfere constructively and

destructively; the  region is therefore known as the resonance region of the radar

cross section. When , the reflection is dominated by specular reflections; this is

known as the optical region of the radar cross section. A plot relating the radar cross sec-

tion to the area of the sphere is shown in Figure D.3 [249]. This relationship is often more

σ Projected cross section( ) Reflectivity( ) Directivity( )××=

a

ka 2πa
λ
---=

k 2π( ) λ⁄=

0 ka 1< < 1 ka 10< <
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complicated in a dielectric that is not perfectly conducting, because energy that enters the

target may have multiple internal reflections before returning to the target.

For purposes of determining the power of the phase-modulated signal with heart and

respiration information, the radar cross section depends on the fraction of the body that is

moving. For residual phase noise and dc offset calculations, the entire person as well as

the furniture behind them (or the portion that is illuminated by the antenna) should also be

included. The area that is moving due to respiration may be the entire thorax, while the

area due to the heart varies from less than a centimeter to a few centimeters. This means

that for heart measurements, the target is in the Rayleigh region, while for respiration mea-

surement, the target is in the resonance region of the radar cross section. At 2.4 GHz, the

wavelength is 12.5 cm, so . Since the radius of the area moving due to heart

is expected to be below 2 cm, it is in the Rayleigh region. Since the radius of the area mov-

Figure D.3. Radar cross section of a perfectly conducting sphere as a function of its electrical 
size, . After [249].ka
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ing due to respiration is expected to be greater than 2 cm and less than 20 cm, the

respiration RCS will be in the resonance region.

The radar cross section of humans was estimated by Schultz, et. al in 1954 by measur-

ing a 200-pound man at five different frequencies with a CW Doppler radar [257]. The

frequencies closest to those used in Doppler radar cardiopulmonary measurement were

1120 MHz and 2890 MHz. At 1120 MHz, the radar cross section varied from 0.28 to 0.88

square meters, while at 2890 MHz, the radar cross section varied from 0.20 to 0.72 square

meters, depending on the aspect of the subject relative to the antenna and the antenna

polarization. With the radar facing the front or back of the subject, at 1120MHz, the radar

cross section was 0.72 m2 for horizontal polarization and 0.88 m2 for vertical polarization.

At 2890 MHz, when facing the front, the radar cross section was 0.41 m2 for horizontal

polarization and 0.50 m2 for vertical polarization, and when facing the back the RCS was

0.61 m2 for horizontal polarization and 0.72 m2 for vertical polarization. 

Wu [262] computed the radar cross section of a human model using a muscle hemi-

sphere head, a cylindrical neck, and a conical torso. He found that with horizontal

polarization, the radar cross section was 15 dB  28 dB and with vertical

polarization 0 dB  20 dB, with RCS being the radar cross section and 

the wavelength. The variations again occur with the angle to the body. Facing the front of

the body, Wu found 14 dB for both horizontal and vertical polarizations. At

2.4 GHz, this would indicate a radar cross sectional area of 0.39 m2 closely agreeing with

Schultz [257].

Although predictions and measurements of the Doppler signal from walking humans

have been made [251, 260], they do not show measured values of the radar cross sections

of each body part. Individuals can vary greatly in size, and therefore they will also vary

greatly in radar cross section. Additionally, when determining the RCS for measurements

of heart and respiration, it is necessary to determine the area of the body moving with

pulse and breathing in the direction of the radar, which can also vary greatly from person

to person.

RCS( ) λ2⁄ <

RCS( ) λ2⁄< < λ

RCS( ) λ2⁄ ∼
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D.2.2 Reflection and Absorption

The electrical properties of biological tissue affect how much of the signal is reflected

and transmitted, both at the skin-air interface and at interfaces between different tissues

within the body. Of the radiation that enters the body, the electrical properties determine

how much of it is attenuated per unit distance, how much is transmitted to the next layer,

and how much is reflected back towards the skin surface. Biological tissue is non-mag-

netic, therefore its permeability, , is nearly identical to that of free space. The dielectric

constant, representing the material’s permittivity , and the conductivity, , are the two

electrical properties that primarily define the electrical characteristics of the biological

tissue.

Using data from the parametric models from Gabriel and Gabriel [250], the transmis-

sion and reflection coefficients are graphed in Figure D.4. The intrinsic impedance of the

materials, , was calculated as 

, (D.13)

where  is the radial velocity, , and  is the propagation constant, 

 . (D.14)

The reflection coefficient, , at the interface between free space and the material with

intrinsic impedance  is:

 , (D.15)

where  is the impedance of free space [247].

The transmission coefficient, , at the same interface is:

 . (D.16)
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For the frequencies of interest, the reflection coefficient at the air-skin interface is

approximately -0.71, while the transmission coefficient at the interface is approximately

0.29. The portion of the power that is reflected is equal to the square of the reflection coef-

ficient [247]:

. (D.17)

This means that 51% of the signal will be reflected at the skin/air interface.

The amount of the reflected signal due to internal reflections is shown in Figure D.5.

Values of the intrinsic impedance and the attenuation coefficient of skin, fat, muscle, and

heart at 2.4 GHz were taken from Gabriel and Gabriel [250], and the order of the tissues

and their estimated thicknesses were taken from Gentilli, et. al [252]. The reflectance, or

the ratio of reflected power to incident power is:

, (D.18)

and the transmittance is:
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Figure D.4. Transmission and reflection coefficients for dry skin in air vs. frequency.
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, (D.19)

where  is the intrinsic impedance of the material the incident wave is in, and  is the

intrinsic impedance of the scattering material [247]. The attenuation through each material

was taken as:

, (D.20)

where  is the power that enters the material,  is the attenuation constant of the

material and  is the thickness of the material [247]. This indicates that about half of the

incident power is reflected at the skin/air interface and that 91% of the total reflected sig-

nal is from the skin-air interface.

D.3 Phase-to-Amplitude Conversion

To determine the signal power at baseband, the received RF signal power, the receiver

loss or gain, the mixer conversion loss or gain, and the amount of phase modulation must

all be considered. The RF signal power can be determined with the radar equation, as

Ptrans
Pinc

--------------- 1
η2 η1–
η2 η1+
-------------------–

2
=

η1 η2

P z( ) P 0( )e 2αz–=

P 0( ) α

z

Figure D.5. Percentage of incident power reflecting from and transmitting through biological 
interfaces at 2.4GHz. The attenuation constant, α, and intrinsic impedance, , of 
each material were taken from [250], and the thicknesses and the order of the 
materials were taken from [252]. 

η

0dB

Air Skin
5mm

Fat
5mm

Muscle
15mm

Heart
55mm

-2.92 dB

-3.10 dB -5.53 dB -7.45 dB

-11.3 dB
-11.4 dB

-44.0 dB

-15.8 dB
-17.2 dB

-50.5 dB-57.0 dB -51.5 dB
-12.8 dB

α=33.63
η=63.43

α=9.27
η=170.88

α=39.79
η=51.45

α=48.68
η=48.67

 
η=377



370 D:   Derivation of the Theoretical Signal-to-Noise Ratio
described in the previous section. The conversion of the phase-modulated signal to a base-

band signal follows calculations used in communication phase-modulation link equations

[255]. 

The signal at the LO input to the mixer is

, (D.21)

and the signal at the RF input to the mixer is

, (D.22)

where  is the phase modulation of the signal and  is a constant relative phase shift

between the two signals.  and  are the amplitudes of the signal and LO, and 

is the gain or loss between the antenna and the mixer’s RF input. When the LO and RF

signals are mixed, after low-pass filtering, the output is

. (D.23)

 is the conversion gain of the mixer (power gain), representing the ratio of the IF out-

put power to the RF input power when signals are mixed.

The signal power at baseband is:

 . (D.24)

To determine baseband signal power, the received power in (D.9) must be converted to the

voltage amplitude at the RF input to the mixer, . The signal power at the input of the

receiver is equal to the mean squared received voltage divided by the input impedance, :

 . (D.25)

Since the RF signal is a phase-modulated sinusoid, 

 , (D.26)
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and

 . (D.27)

Plugging in (D.10) for , the squared amplitude is:

 . (D.28)

Therefore, the baseband signal power is:

 . (D.29)

For Doppler radar cardiopulmonary monitoring,

 , (D.30)

where  is the physiological motion in the direction of the antenna, so the power at the

output of the mixer is:

 . (D.31)

If the value of  is such that the signal is at an optimal phase demodulation point, the

small angle approximation applies and the baseband output is:

 , (D.32)

and the signal power at baseband is

. (D.33)
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D.4 Sources of Noise

There are three main sources of noise for the physiological signals: residual phase

noise, downconverted RF additive white gaussian noise (AWGN) from the front end of the

receiver, and baseband  noise. These three noise sources are combined at baseband.

Each of these sources at baseband must be calculated as the noise power due to each of

these sources. These calculations are made at the output of the mixer, where the signal has

been converted from a phase-modulated signal to a baseband amplitude signal and all the

noise sources are additive.

D.4.1 Residual Phase Noise and Range Correlation

According to Budge and Burt [246], (D.34) can be used to calculate the baseband

noise spectral density, , from the RF phase noise spectral density, , with the

target at a given range, R, and offset frequency, :

 , (D.34)

where c is the signal’s propagation velocity. At values relevant for radar monitoring of

heart and respiration,  is on the order of 10-9, so the small angle approximation is

valid, and residual phase noise causes the baseband noise spectrum to increase proportion-

ally to the square of the target range, R, and the square of the offset frequency, :

 . (D.35)

Since the ranges used for radar monitoring of heart and respiration are on the order of the

equivalent ranges for time delays in the system, delays between the oscillator and the

antenna and the antenna and the receiver need to be included in the range correlation

equation:
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 , (D.36)

where  is the time delay from the oscillator to the antenna summed with the delay from

the antenna to the receiver. 

Since the close-in phase noise has a -30 dB per decade slope, the phase noise can be

defined by the phase noise at an arbitrary frequency f1:

 . (D.37)

This is most easily defined at the 1 Hz intercept, :

 . (D.38)

A model of residual phase noise can be found by using this result and the range corre-

lation equation, (D.34): 

 

(D.39)

The signal with phase noise at the transceiver’s RF input is:

 , (D.40)

where  is the amplitude,  is the carrier frequency, and  is the phase noise

of the signal.  indicates the time elapsed from when the signal left the transceiver to

when it is received. The signal has a received power of:
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 . (D.41)

This is calculated from the radar equation (D.10), with  the radar cross section of the

clutter that reflects the signal with phase noise. The received phase noise power is equal to

the mean square of its voltage divided by the input impedance, Z:

 . (D.42)

Therefore, the squared amplitude is: 

 . (D.43)

Since phase noise is a phase modulation, the baseband power can be calculated with

the phase modulation link equation as it was for the phase-modulated signal in

Section D.3., but the phase term at baseband is replaced with the residual phase noise

term, , because the RF and LO phase noise are combined when the signals are

mixed, as is explained in detail in Chapter 5. The baseband residual phase noise voltage is:

 , (D.44)

and the baseband residual phase noise power is:

 , (D.45)

or

 . (D.46)

and applying the small-angle approximation,
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 . (D.47)

The mean squared residual phase noise in the time domain is the integral of the spec-

trum over the received frequencies:

 , (D.48)

where  is the highest frequency and  is the lowest frequency passed through the

filters. Using the expression for  in (D.38), the mean squared residual phase noise

can be expressed as:

 (D.49)

This expression allows the baseband mean squared phase noise to be calculated from the

RF phase noise, the range to the target, the transceiver time delay, and the selected filter-

ing frequencies. The RMS noise is:

 . (D.50)
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We can substitute this value into (D.47) to get an estimate of the residual phase noise

with range, as follows:

 . (D.51)

This value can be checked by assuming that with perfect phase demodulation, the

residual phase noise signal-to-noise ratio will be the same as the ratio of the phase varia-

tion of the signal to that of the noise, multiplied by the ratio of the signal radar cross

section to that of the clutter:

(D.52)

or

 . (D.53)

If the signal power is scaled to be that calculated in (D.33), the noise power is:

 , (D.54)

which matches the calculation in (D.51) except for the term for the transceiver time delay

that was not included in this estimate.

D.4.2 Baseband 1/f Noise

In this application,  noise from the mixer and from the baseband signal condition-

ing circuitry dominates the baseband noise spectrum. The  baseband receiver noise

can be approximated as:
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 , (D.55)

where  is the noise power in a 1-Hz bandwidth centered at 1 Hz.

D.4.3 RF Additive White Gaussian Noise

Since the information in Doppler radar cardio-respiratory sensing is encoded as a

phase modulation, the RF SNR is not the same as the signal’s SNR after it has been

demodulated to baseband. The amplitude noise at RF affects the phase of the signal based

on the percentage of phase modulation in addition to the RF SNR. The RF noise at the

input is:

 , (D.56)

where  is the white channel noise power spectral density and B is the receiver

bandwidth.

Because the signal-to-noise ratio is being calculated after the mixer, the noise figure,

receiver gain, and mixer conversion loss need to be included in the equations. The noise

figure can be expressed as the ratio of the input signal-to-noise ratio to the output sig-

nal-to-noise ratio, or as the ratio for the noise output from the actual receiver to the noise

output from an ideal receiver:

 , (D.57)

where  is the gain of the receiver and  is the mixer’s conversion loss. The noise

figure expresses the amount of noise added to the signal by the receiver. Therefore, the

signal at the mixer output is: 

 , (D.58)
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while the noise after the mixer is:

 . (D.59)

There is a factor of two because the thermal noise in the two sidebands in uncorrelated, so

the noise power adds.

The dominant RF noise at the input to the receiver is thermal noise; thermal noise is

zero-mean, has a gaussian distribution, and does not vary with frequency. This is additive

to the RF signal. The thermal noise power is expressed by:

 , (D.60)

where  is Boltzman’s constant,  is the absolute temperature, and  is the bandwidth.

Therefore,  can be substituted with  in most cases. Therefore the total RF noise con-

verted to baseband is:

 . (D.61)

D.5 Variation of Signal-to-Noise Ratio with Range and 
Radar Cross Section

The three main sources of noise, residual phase noise, downconverted RF additive

white noise, and baseband  noise, are combined at the mixer output after they have

been converted to their values in baseband. Because the noise from the three sources is

uncorrelated, the noise powers simply add. Therefore, the signal-to-noise ratio for the sys-

tem is:

(D.62)

This can be expanded to:
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(D.63)

This is equivalent to:

(D.64)

When residual phase noise is dominant, the signal-to-noise ratio will be proportional

to , and when either the baseband noise or the RF additive white gaussian

noise is dominant, the signal-to-noise ratio will be proportional to . If one noise

source is not dominant for all ranges, the residual phase noise will be dominant close to

the target, and the baseband or RF noise will be dominant further from the target. The

equation also indicates that the signal-to-noise ratio should be linear with the radar cross

section of the target, and it should not affect the dominant type of noise. The radar cross

section and the amount of motion for both heart and respiration is expected to vary from

subject to subject, and likely also with orientation with respect to the antenna.

For this case, it was assumed that the signal is at the optimal phase demodulation

point. This gives the best-case signal-to-noise calculation for a single-channel receiver.

The output at the mixer will be filtered and amplified before it is digitized. For the quadra-

ture receiver, if the signal is determined by choosing between the I and Q signals, the

signal power and residual phase noise power would be cut in half. This would not affect

the signal-to-noise ratio if residual phase noise is dominant, but does if either RF ampli-

PTG2GRXGCLσ

2πR4
---------------------------------------- x2 t( )⋅

P1 f⁄ 1( )
fmax
fmin
----------
 
 
 

ln 2GRGCL NF( ) ΝB( )
PTσcG2GRGCL

πf2
---------------------------------------Sφ 1( )

fmax
fmin
----------
 
 
 

ln
R

ctd
2

-------+ 
 

2

R4
-------------------------

 
 
 
 
 

⋅+ +

------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

SB
NB
-------
 
 
 

=

PTGant
2 GRXGCLσx2 t( )

2π N1 f⁄ B, NRF B,+( )R4 2
PTσcluGant

2 GRXGCL

f2
----------------------------------------------------Sφ 1( )

fmax
fmin
----------
 
 
 

ln
 
 
 

R
ctd
2

-------+ 
 

2
+

---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

R 0.5ctd+( ) 2–

R 4–



380 D:   Derivation of the Theoretical Signal-to-Noise Ratio
tude noise or baseband  noise is the dominant noise source. If the I and Q signals are

combined, the baseband noise from the filtering and amplifying stages is added before the

combination takes place. If residual phase noise is dominant, the SNR of the combined of

I and Q signals will be similar to that of the single-channel receiver at the optimal phase

demodulation point. If one of the other noise sources is dominant, the SNR would be a

factor of two worse.

D.6 Near-Field vs. Far-Field Antenna Patterns

When a target is too close to the radar transmit and receive antenna, the power density

does not fall off as  and the antenna pattern varies with the range from the antenna,

so that the antenna gain will be different from the specified far-field antenna pattern. This

region is known as the near-field region.

There are three regions of antenna patterns.

1. Reactive near field: this is very close to the antenna; here, the reactive components are 
large compared to the radiative components

2. Radiating near field: the field is radiating, the radiation pattern depends on both dis-
tance and angle. This region is also known as the Fresnel region, and will be referred as 
the near-field in the following text.

3. Radiating far field: the relative amplitude and phase of components from different parts 
of the antenna does not vary with distance. The field strength decays monotonically, 
inversely dependent on distance. This region is also known as the Fraunhofer region 
[256].
In the far-field region, the wave-front can be considered planar, and the rays are

approximately parallel. The near field is where the planar, parallel-ray approximation

breaks down. The error in assuming the antenna is in far field is approximately [249]:

, (D.65)

where D is the largest dimension of the antenna and R is the range to the target. The radar

equation, (D.10), assumes far-field, so it is important to know how significant the error is.

For radar it is estimated that the far field starts when the range is greater than
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, (D.66)

where D is the maximum dimension of the antenna or the scatterer, and lambda is the

wavelength. At this distance, the difference in the path length is ; corresponding to a

phase difference of 22.5 degrees.

At a range of 50 cm and a wavelength of 12.5 cm, the maximum target or antenna

dimension using (D.66) is 17.7 cm. Because Doppler radar measurement of heart and res-

piration rates measures only the moving part of the body, near-field considerations need to

take into account the portion of the body that is moving. The area moving due to the heart

beat and pulse is small compared to the range, while the area moving due to respiration

may be large compared to the range in some cases. 

A description of the change in antenna pattern within the near-field is given in [248]:

As the observer moves nearer to the antenna under observa-
tion, two effects are noted. The main beam broadens, the
nulls between the main lobes fill in, and the sidelobes are
slightly raised. These effects become progressively more
pronounced as the distance decreases until a point is reached
at which the main beam tends to bifurcate into two beams,
depending upon the aperture and aperture distribution.

Fields in patch and planar integrated antennas, such as that used in this study, typically

have a cosine distribution in one direction and are uniform in the other direction [259,

261]. The near-field radiation pattern can be calculated for such a distribution [254]. If the

electric field on the antenna is:

, (D.67)

the on-axis near field pattern is:

 (D.68)
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where r is the distance from the antenna, b is the length of the antenna,  is the wave-

length in free space, and ,  is the radial frequency of the signal,  is the

permeability of free space  is the permittivity of free space, and , ,and  are param-

eters with:

 , (D.69)

 , (D.70)

and 

. (D.71)

 and  are the standard Fresnel integrals:

(D.72)

and

. (D.73)

The derivation of this near-field pattern can be found in [254].

The axial gain is calculated as the ratio of the power density at near field to the power

density at far field, multiplied by the gain at far field. This was calculated for a 10-cm

square aperture with a cosinusoidal electromagnetic field distribution, as is shown in

Figure D.6. The antenna used at this distribution is assumed to have this distribution. At

0.5 m, there is a 0.3 dB reduction in the gain as measured by a point source. 
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Appendix
E Baseband Signal 
Conditioning

E.1 Introduction

Before a signal is digitized, it must be low-pass filtered to avoid having out-of-band

interference alias onto the desired signal. The properties of the analog-to-digital converter

(ADC) and the signal determine what other pre-processing steps are necessary. If the

ADC’s least-significant bit is too small to resolve the heart signal, the signal must be

amplified to a level where the heart signal can be resolved. If the dc offset is sufficiently

large that this level of amplification will saturate either the amplifier or the ADC, the dc

offset must be removed, before or simultaneously with amplification. When the signal

amplitude is significantly below the full-scale voltage of the ADC, the signal is typically

amplified to near this level in order to take advantage of ADC’s full resolution. When the

signal’s amplitude varies significantly over time and environment, a gain-controlled

amplifier is typically used to fine-tune the signal’s amplitude to keep it close to the

full-scale voltage. 

Initial measurements used Stanford Research Systems low-noise preamplifier compo-

nents for the baseband filtering and amplification, but to put the entire Doppler heart and

respiration measurement system in a small package, dedicated filter and amplification cir-

cuits must be used on a printed circuit board. These circuits must include amplification

and anti-aliasing filtering, and dc blocking if the ADC resolution is insufficient without

removing the dc. Since the system is designed to have the ADC connect to a PC running

DSP software, separation of the heart and respiration rates will be performed digitally.
385
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Also, the output of the radar circuit is differential, and conversion from differential to sin-

gle-ended can happen either in the analog domain or the digital domain. If it occurs in the

digital domain, fully differential filters and amplifiers must be used.

E.2 Background - Analog Signal Processing

Analog signal processing is also known as continuous signal processing: the analysis

of physical processes that are continuous in time. Analog signal processing includes all the

stages before the signal is sampled; this always includes anti-alias filtering, and may also

include removal of dc offsets, amplification, variable gain amplification, and additional

filtering stages. In Doppler heart and respiration rate measurement, additional filtering

stages might include one to separate the heart and respiration signals, if that is done in ana-

log signal processing.

E.2.1 Anti-Aliasing Filter

When a signal is sampled, it becomes periodic in frequency space, with a period equal

to the sample frequency, . If the sampled signal is not confined to a bandwidth less than

half the sample rate, signals at higher frequencies will be folded onto lower frequency sig-

nal components; this is known as aliasing [265]. When sampling at a rate of  samples

per second, it is impossible to distinguish between a sine wave of  Hz and one of 

Hz if k is any positive or negative integer. Therefore, any signal energy located at a fre-

quency  will be aliased to the in-band frequency  [265]. Aliasing will occur for

signals at all frequencies above  or below . This problem can be resolved with

an analog low pass filter, with a cutoff frequency below , known as an anti-aliasing

filter [266]. In practice, sampling is typically performed at 2.5 to 4 times the signal band-

width after anti-aliasing filtering. An analog anti-aliasing filter must be a low-pass filter

with a cutoff frequency greater than the signal bandwidth, but less than half the sampling

frequency.
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f kfs+ f
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A popular second-order active filter for anti-alias applications is the Sallen-Key filter.

Passive second-order filters always have a quality factor (Q) of 1/2, but a larger Q can be

obtained if a positive feedback amplifier is included with the filter, as shown in the

Sallen-Key design in Figure E.1 [263]. The filter topology can be qualitatively explained

as follows. At frequencies low enough that the capacitors appear as open circuits, the sig-

nal is buffered to the output through the amplifier. At frequencies high enough that the

capacitors act as short circuits, the signal is shunted to ground at the amplifier’s input, so

the amplifier’s output is also zero. The cutoff frequency area occurs when the impedance

of C1 and C2 is near that of R1 and R2. At this point, C2 provides positive feedback,

improving the Q of the signal to provide a steeper cutoff than a passive filter would. This

circuit has a linear group delay through the passband, minimizing pulse response over-

shoot. The cutoff frequency of the Sallen-Key filter in Figure E.1, , is:

 [263]. (E.1)

E.2.2 DC Blocking

In Doppler heart and respiration monitoring, if a 16-bit analog-to-digital converter to

be used with the dedicated filter and amplification circuits, the dc offset needs to be

Figure E.1: Anti-aliasing Sallen-Key lowpass filter configuration.
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388 E:   Baseband Signal Conditioning
removed in the analog stage so the signal can be digitized with sufficient resolution for the

heart rate to be accurately detected. The dc blocking circuit needs to pass the 0.15-Hz res-

piration signal, and standard high-pass filter circuits designed for this specification require

an extremely large capacitor and delay the signal significantly. A high-pass filter op-amp

circuit recommended by R. D. Ricks that subtracts an integral of the signal to remove dc

offset is shown in Figure E.2 [267]. This circuit also compares the signal with maximum

and minimum reference levels to determine when the signal has too large a dc offset.

When the signal is outside the boundaries, Vmax and Vmin, an analog switch is opened,

shortening the time constant so the dc offset will be removed more quickly. This helps

accommodate sudden changes in the dc offset, as might occur with changes in clutter or

patient position in Doppler radar cardio-respiratory monitoring. When the signal returns

within the boundaries, the switch closes, increasing the time constant, so the integration

gives a more accurate representation of the dc offset, and does not remove as much of the

respiration signal.

Figure E.2: DC block and amplification circuit.
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In Figure E.2, the resistors R1 and R2 determine the gain. The capacitor C1 and the

resistors R3, R4, and R5 determine the time constants. The transfer function of this circuit

when the switch is closed is:

 , (E.2)

where the gain is

 . (E.3)

From the transfer function, the time constant when the switch is closed can be calculated

as:

. (E.4)

When the switch is open,

(E.5)

and the time constant is 

 . (E.6)

For Doppler radar heart and respiration monitoring, capacitor C1 is chosen to be as

large as is reasonable, based on size constraints. The two time constants,  and 

are chosen so that when the signal is within the amplitude range, the circuit acts as a
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high-pass circuit with a cutoff of 0.1 Hz, and when it is outside the amplitude range the

cutoff is about 1 Hz. First the gain, the two time constants, and the capacitor value are

selected. Resistor R5 is then calculated as:

. (E.7)

The value of resistor R3 can be selected to be equal to or smaller than R5. The resistor R4

is calculated as:

. (E.8)

The value of input resistor  is selected to determine the input impedance of the circuit,

and the resistor  is determined based on the gain:

 . (E.9)

E.2.3 Amplification

A typical signal is between 10 and 500 µV. To amplify this signal to the 5 V requires

between 80 and 114 dB of amplification. DC offsets are typically in the 1 to 50 mV range,

and if the dc offset is not removed, gain below 40 dB is required.

E.2.4 Automatic Gain Control

An automatic gain control circuit (AGC) is used to control the amplitude of a signal so

it stays near the full-scale voltage of the ADC, maximizing the resolution of the signal,

even as the input signal amplitude varies with time and the environment. Most AGC cir-

cuits rectify the output and integrate the rectified output to estimate amplitude, using this

to control a variable gain amplifier. When the output is too large, the integrator output

ramps up, decreasing the gain, and if the output is too small, the integrator output ramps

down, increasing the net gain. The desired output level is set with a reference voltage. To

integrate over several periods of respiration, as would be required for accurate gain con-
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trol, an AGC designed with this topology for the Doppler monitor would require a time

constant of at least 20 seconds, and therefore would need extremely large capacitors and

the gain control would lag at least 10 seconds behind the amplitude.

R. D. Ricks recommended a circuit using diode voltage drops, as shown in Figure E.3

[268]. If the input signal amplitude is below one diode voltage drop, its gain is determined

by one resistor, R1. If the input signal is bigger than one diode voltage drop, two resistors

in parallel, R1 and R2, decrease the gain. If the signal is bigger than three diode voltage

drops, three resistors, R1 - R3, in parallel further decrease the gain. The output voltage

increases with the input voltage, but not linearly, and it is possible to select an input volt-

age at which the gain goes to zero by having a short rather than a resistor in series with the

diodes. For this circuit, it is imperative that the fixed gain stage provides sufficient gain

for the smallest input signals. The op-amps need to have rail-to-rail inputs and outputs and

a FET input that does not have bias current compensation.

Because the heart signals are superimposed on different parts of the respiration signal,

some are near the zero-crossing and others at the peak of the respiration signal. With this

Figure E.3: Automatic gain control using diode voltage drops.
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circuit, the heart beats near the zero-crossing would receive more gain than those at the

peaks, so their amplitude would be modulated by the respiration signal. It would be desir-

able to have a circuit with a time constant greater than two respiration periods so the

amplitude is averaged and the same amplification is applied to the entire period of the res-

piration signal. Additionally, the jumps in gain are not smooth, and this may adversely

affect the output signal by adding harmonics. 

A different AGC technique would be to digitize the signal with a coarse (possibly

8-bit) ADC to estimate the amplitude, then digitally calculate the desired gain value and

use a digital-to-analog converter (DAC) coupled to a variable-gain amplifier to control the

signal gain, as shown in Figure E.4. This approach to AGC could quickly alter the gain if

it went outside of desired values, while providing flexibility in the time constant. The

ADC would only need a-10 Hz sample rate to accurately digitize the respiration signal,

and the number of periods over which it estimates the amplitude could vary with the respi-

ration frequency. 

A gain-control circuit was not included in the current design due to the challenges

described in this section. In future designs, the digital gain-control will be implemented.

ADC
8 bit

DSP DAC

VGA
Input from fixed gain stage Output

8 8

Figure E.4: An automatic gain control (AGC) circuit using an analog to digital converter (8-bit 
ADC) to coarsely digitize the signal, digital signal processing (DSP) to calculate 
the amplitude and desired gain, and a digital to analog converter (ADC) to convert 
the desired gain to a voltage that controls the variable-gain amplifier (VGA). 
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E.2.5 Combined Analog Signal Processing System

A typical signal conditioning system will first have the dc-blocking stage if it is

required, because the dc offset limits the amount of amplification by saturating the ampli-

fiers or the ADC when the gain is too great. This would be followed by fixed amplification

that is placed at the beginning of the signal processing stage because the greater the signal

magnitude, the less the effect of additive noise on the signal. Then the anti-aliasing filter

and the gain-controlled amplifier would be added to prepare the signal for the ana-

log-to-digital conversion. Once the signal is converted, digital signal processing

appropriate for the application will be added. This signal flow is shown in Figure E.5.

E.3 Materials and Methods

E.3.1 SRS Preamplifier

The Stanford Research Systems SR560 low-noise voltage preamplifier was used in

several experiments to provide dc blocking, amplification, and anti-aliasing filtering, and

in some cases to separate heart and respiration signals. These boxes provide variable gain,

from 1 to 50,000, can perform single-ended to differential conversion, can be ac or dc cou-

pled, and have two configurable filters. The filters are first-order RC filters whose cutoff

frequency and type (high pass or low pass) can be configured from the front panel. Filter

Figure E.5: Typical signal processing system. The dc portion of the signal is blocked before the 
fixed amplification. The variable gain amplifier (VGA) fine-tunes the amplification 
and the anti-alias filter removes out-of-band interference before the 
analog-to-digital converter (ADC) creates a digital signal for digital signal 
processing (DSP).

DC block Amplification VGA Anti-alias
Filter ADC DSP
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cutoff frequencies can be selected from 0.03 Hz to 1 MHz, and the filters have 6 dB/octave

rolloff.

When the single-channel chips were tested, four SRS560 preamplifiers were used in

the configuration shown in Figure E.6. The first was a 0.03-Hz high pass filter with a

12-dB/decade roll-off to block dc offset, with amplification of 20 dB. Then a 10-Hz low-

pass filter with a 12-dB/decade roll-off was used for anti-aliasing and removal of

out-of-band noise, and the signal was amplified 7 dB. The output of this signal was

referred to as the “raw” signal; it contains both heart and respiration information. Two

more SRS560 preamplifiers were used to isolate the heart signal. The signal went through

a 1-Hz high pass filter with a 12-dB/decade roll off with 20-dB amplification followed by

a 1-to-3-Hz band pass filter with 6-dB/decade roll-off. 

When the quadrature transceiver was used with the SRS filter boxes, the heart signal

was separated with digital filters rather than analog filters, and two SRS560 preamplifiers

were used to prepare the raw signal by dc blocking, amplifying, and antialias filtering the

signal. The first had a 0.1-Hz highpass filter with 12-dB/decade roll-off and 20-dB gain.

The second was a 10 Hz lowpass filter with 13 dB gain. This configuration is illustrated in

Figure E.7.

Figure E.6. Configuration of SR560 preamplifiers for single-channel measurements.

0.03 Hz HP
12 dB/decade

20 dB gain

10 Hz LP
12 dB/decade

7 dB gain

1 Hz HP
12 dB/decade

20 dB gain

1-3 Hz BP
6 dB/decade

0 dB gain

Heart & Respiration
“Raw”

Heart
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E.3.2 Custom Baseband Signal Conditioning Board

E.3.2.1 Anti-Aliasing Filter

The antialiasing filter was designed as a unity-gain Sallen-Key, low-pass linear-phase

filter with a 20-Hz cutoff unity passband gain, as shown in Figure E.1 [263]. With the

design values given in Table E.1, the theoretical cutoff frequency calculated with (E.1) is

22.5 Hz. The op-amps were Burr-Brown OPA4132 op-amps.

E.3.2.2 DC Blocking and Amplification Circuit

The dc blocking and amplification circuit discussed in Section E.2.2 was used in the

dedicated analog signal processing circuitry. The final values used in this design are

shown in Table E.2, with component names as shown in Figure E.2. The FET-input

op-amp used was OPA4132; the comparator used was the Maxim MAX921.

Table E.1: Actual Values Used in Sallen-Key Anti-Aliasing Filter, as in Figure E.1.

Component Value

R1 500 kΩ
R2 500 kΩ
R3 20 kΩ
C1 10 nF
C2 20 nF

Figure E.7. Configuration of SR560 preamplifiers for quadrature measurements.

0.1 Hz HP
12 dB/decade

20 dB gain

10 Hz LP
12 dB/decade

7 dB gain

Heart & Respiration
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Initially the dc block circuit was designed only using non-polarized capacitors. How-

ever, Kovacs [264] suggested that using an electrolytic capacitor in this circuit is

acceptable provided voltages across the capacitor remain below 700mV. If voltages are

higher, electrolytic capacitors can be used in the configuration shown in Figure E.8. Using

an electrolytic capacitor makes it possible to have a larger gain on the first stage, which

makes the analog signal processing section more robust against noise. 

E.3.2.3 Differential-to-Single-Ended Conversion

Differential-to-single ended conversion was achieved with the Burr Brown INA105

precision unity gain differential amplifier. This amplifier has common-mode rejection of

Table E.2: Component Values for DC Block and Amplification Stage Shown in Figure E.2.

Component Value - 40 dB gain Value - 74 dB gain

R1 1 kΩ 1 kΩ
R2 100 kΩ 5.1 MΩ
R3 100 kΩ 2.499 MΩ
R4 20 kΩ 250 kΩ
R5 100 kΩ 5.1 MΩ
C1 100 µF 100 µF
τout 0.20 s 0.15 s

τgood 0.70 s 1.15 s
G 100 5100

Figure E.8. Configuration of two polarized capacitors to equal one non-polarized capacitor 
[264].

+ _

_ +

2C

2C
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100 dB below 1 kHz. Differential-to-single ended conversion was performed before the

dc-blocking and gain stage because dc blocking requires the signal to be referenced to

ground in a single-ended configuration.

E.3.2.4 Combined Configuration

Differential-to-single-ended conversion is performed before the dc blocking since the

dc blocking circuit does not have a differential input. The dc blocking is performed simul-

taneously with the fixed gain so the dc offset does not limit the amount of gain. This stage

is followed by the anti-alias filter, and, if included, the gain-control circuit. This condi-

tioned signal is digitized and processed with digital signal processing, as shown in

Figure E.9. 

E.4 Results

E.4.1 Anti-aliasing Filtering

The simulated and actual frequency responses of the Sallen-Key anti-aliasing filter

described in Section E.3.2.1 are shown in Figure E.10. The simulated cutoff frequency is

22.5 Hz, and the actual cutoff frequency was 21 Hz. This cutoff is sufficient for anti-alias-

ing for any sampling frequency above 50 Hz. 

Figure E.9. The overall signal conditioning configuration includes differential-to-single-ended 
conversion, followed by the dc block and fixed-gain stage, followed by the 
anti-aliasing filter and sometimes a variable gain stage. After signal conditioning, 
the signal is digitized with an analog-to-digital converter (ADC) and further 
processed with digital signal processing (DSP).

Differential
to

Single
+

_

DC Block and Fixed Gain Anti-Alias
Filter

Variable
Gain ADC DSP
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Figure E.10. Simulated (a) and actual (b) frequency response of the Sallen-Key antialiasing 
filter of Figure E.1 with the values given in Table E.1.
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E.4.2 DC Blocking and Amplification

The dc blocking and amplification circuit discussed in Section E.3.2.2 The simulated

frequency response is shown in Figure E.11. The dc-block cutoff frequency is 0.23 Hz

when the switch is closed, and is 0.82-Hz when the switch is opened. The gain is 40 dB.
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Figure E.11. Simulated (a) and measured (b) frequency response of the dc block and 40 dB 
amplification circuit.
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E.5 Conclusions

It is desirable to minimize analog stages, because noise can be added until the point at

which the signal is digitized. However, an analog anti-aliasing filter is required before dig-

itization of the signal, and amplification of the signal to near the analog-to-digital

converter’s full scale voltage is required to utilize its full resolution. If dc offsets are large

compared to the signal, either the resolution of the ADC must be sufficiently high to

include the offset, or the dc offset must be removed. This system uses dc blocking, ampli-

fication, and anti-aliasing filtering to condition the signal prior to digitizing the signal with

a 16-bit ADC. In a future iteration, an automatic gain control stage may be added to keep

the amplification closer to the full-scale voltage as it varies over time.

The SRS filter boxes were used in initial measurements. Although the configuration of

these boxes is easy to change, the boxes are too large to be used in field applications, so

the custom printed-circuit board is used instead. The baseband board passes frequencies

between 0.2 Hz and 21 Hz, or 0.7 Hz and 21 Hz if the signal is outside ±1V. The high-pass

filter for dc-blocking removes at least half of the fundamental of the respiration signal of

subjects with respiration rates that are at 12 Hz or below, and at lest 20% of the fundamen-

tal of the respiration signal of subjects with respiration rates at 24 Hz, which included all

of the subjects in the human subjects study. In future designs, it would be desirable to

move the cutoff frequency to 0.015 Hz or below to avoid cutting off any of the respiration

signal. It may also be possible in future versions of this device to use a 24-bit ADC and

avoid removing the dc offset in analog signal processing. This would avoid the problem

off cutting out the respiration fundamental altogether.
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Appendix
F Low-IF Architecture

F.1 Low-IF Architecture for Doppler Radar 
Cardiopulmonary Monitoring

In Chapter 2, heterodyne and direct-conversion architectures for Doppler radar car-

diopulmonary monitoring were explored. Another option is a low-intermediate-frequency

(low-IF) architecture, a type of heterodyne architecture with an IF that is low enough to be

digitized. When the signal is digitized at an IF, dc offsets and low frequency noise can eas-

ily be removed before digitization without any loss of information. However, when

operating at typical IF frequencies in the MHz range, filters typically need to be discrete

because of the large passive values they require. The filters can be avoided if quadrature

downconversion paths are used in a heterodyne receiver, since all of the required informa-

tion to separate the desired signal from interfering signals is present at the IF stage [272].

This architecture alleviates the dc offset problem, although it requires a higher-perfor-

mance ADC than the direct-conversion architecture, and very good phase and amplitude

balance are required to eliminate the interfering signals. 

For a fully integrated Doppler radar cardiorespiratory monitoring system, it is impor-

tant to use the same oscillator for both transmit and receive so that the residual phase noise

is reduced sufficiently to be below the signal level by the range correlation effect. There-

fore, the LO would have to be generated from the same noisy oscillator as the transmitted

source mixed with a very stable oscillator at the intermediate frequency. The stable

low-frequency signal could be generated digitally and converted to an analog signal to

have very good precision, and two quadrature signals could be generated to ensure good

phase and amplitude balance. When these signals are mixed, a mixing scheme similar to
403
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an image-rejection architecture must be used to eliminate the sum of the RF and IF and

keep only the difference for the LO. The block diagram of the LO creation circuit is shown

in Figure F.1. The sine and cosine signals at the IF frequency are created digitally and con-

verted to analog signals with a digital-to-analog converter (DAC). These signals are mixed

with the RF signal from the VCO which is also the source for the transmitted signal. The

RF signal mixed with the sine at the IF frequency undergoes a 90o phase shift to invert the

negative frequency space, and then the two channels are summed to give a cosine at the

LO frequency, the sum of the RF and IF frequencies. 

The RF demodulation circuity would be similar to that of the direct-conversion

quadrature receivers used in this work, but the LO would be that created from the VCO

signal and the IF signal rather than just the VCO signal. The general receiver architecture

is shown in Figure F.2. THe RF signal is split for the two receiver chains, with no phase

difference. The LO is also split into two receiver chains, 90 degrees out of phase. After the

RF and LO signals are mixed, the dc offset is removed from each receiver chain with a

Figure F.1. Block diagram of the creation of the LO for a low-IF receiver for a next-generation 
Doppler radar cardiorespiratory monitoring system. The LO is the sum of the RF 
and IF frequencies.
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highpass filter and the signal is lowpass filtered for antialias filtering. Then the signals are

digitized with the ADC.

The signal would be digitized at the intermediate frequency. The signal at the image

frequency will still be present in the information, but it can be eliminated in digital pro-

cessing to leave the I and Q signals, as shown in Figure F.3. The I and Q signals can then

be combined using any of the schemes discussed in Chapter 7. It is possible that direct

phase demodulation with the arctangent technique will be more effective with this receiver

architecture since the dc offsets due to self-mixing and offsets can be removed without any

loss of the signal. DC offsets due to the clutter will still be present after the signal is down-

converted in DSP, however.

Figure F.2. Low-IF receiver architecture.
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With the direct-conversion receiver that is currently used, removing dc offsets also

removes some information from the signal, and the signal can be affected by baseband 1/f

noise. The baseband circuits that remove dc without cutting out too much of the respira-

tion signal (as low as 0.08 Hz) require large capacitors and therefore can not be fully

integrated on chip. Additionally, an automatic gain control with a time constant long

enough that it is not affected by changes at the respiration rate requires such a long time

constant that it would take at least 30 seconds to respond to a change in the amplitude, and

therefore also would require large capacitors and not be possible to integrate on-chip. With

a low-IF architecture, the cutoff for the dc-blocking filter would not need to be so steep, so

that a smaller capacitor could be use and the time constant for the AGC could be much

less than a second, improving response time and allowing smaller passives to be used. The

signal conditioning could then be integrated on the same chip as the radar transceiver.

Figure F.3. Digital signal processing for low-IF architecture to give baseband I and Q signals.
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Additionally, removing dc would not remove any information, and there is more flexibil-

ity in the signal processing.

Potential problems with using the low-IF architecture are the requirements for very

low phase and amplitude imbalance, and the risk in decreasing the range correlation effect

by mixing to an IF rather than to baseband. The phase and amplitude balance in both the

stages that create the LO and that downconvert the received RF signal need to be very

good to completely eliminate the undesired signals. It may be necessary to use adaptive

techniques to ensure gain and phase balance [270, 271, 273]. Since the signal that is mixed

with the VCO signal to create the LO is created digitially, it should have very low phase

noise, and therefore it should not significantly increase the residual phase noise at

baseband. 

The low-IF receiver could be a good option for the Doppler radar transceiver, as it

solves several of the problems with the direct-conversion system. However, creating the

LO from the VCO signal as described in this appendix would require two additional mix-

ers, increasing the die size. The effects of using this architecture on the level of residual

phase noise also need to be explored, and a reliable technique for ensuring good phase and

amplitude balance needs to be researched. Once these issues are addressed, it should be

clear whether a low-IF architecture is the right choice for Doppler radar cardiorespiratory

monitoring. 
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Appendix
G Quantitative 
Measurements of Chest 
Wall Motion

G.1 Quantitative Measurements of Chest Wall Motion 
Due to Heartbeat

 

Table G.1: Quantitative Measurements of Chest Wall Motion Due to Heartbeat. All subjects are 
healthy unless otherwise specified.

Reference Measurement 
Method

Subject(s) Measure-
ment Location

Position Displacement 
[mm]

Aubert, et al
[274]

Infrared Laser Dis-
placement

N=5
21-40 year old 
males

Apex lying in left lat-
eral decubitus

Berson and 
Pipberger, 
1966
[275]

3-D Lamp-
Photopotentiometer

N=3
male
age 30-40

Apex not specified

Brandt, et 
al. 
[276]

Moiré Structured 
Lights

N=1
Young, healthy
gender unspecified

Apex left lateral 
supine posi-
tion

1.7

Deliyannis, 
et al.
[277]

Impulse Cardiogram N=1
gender unspecified

Apex (PMI) propped up in 
bed at an 
angle of about 
45o 

10

Gillam, et al.
[278]

Impulse Cardiogram N=20
14 males
6 females
age 5 to 52 years

Left Paraster-
nal Area, PMI

lying on a 
couch in a 
semi-recum-
bent position

3.6 (mean)

0.6 0.2±

0.37 0.41±
409



410 G:   Quantitative Measurements of Chest Wall Motion
Ikegaya, et 
al.
[279]

Calibrated
Phonocardiographic 
Microphone

N=1
contact mass 100g

Apex supine 0.05

N=1
contact mass 200g

Apex supine 0.08

Mohri, et al.
[280]

Magnetic Displace-
ment Sensor

N=1
22 year old male

Apex not specified 0.21

Mohri, et al.
[281]

Magnetic Displace-
ment 
Sensor

N=1
22 year old male

Apex not specified 0.035

N=1
Overweight 22 year 
old male

Apex not specified 0.012

Ramachan-
dran and 
Singh
[282]

Laser Speckle Inter-
ferometry

N=10
Varying build

Apex
QRS

Apex 
P

Apex 
T

N=1
Cardiac Patient

Apex
QRS

0.320

N=10
Varying build

Aortic
QRS

Aortic 
P

Aortic
T

Right Ventric-
ular QRS

Right Ventric-
ular P

Right Ventric-
ular T

Table G.1: Quantitative Measurements of Chest Wall Motion Due to Heartbeat. All subjects are 
healthy unless otherwise specified.

Reference Measurement 
Method

Subject(s) Measure-
ment Location

Position Displacement 
[mm]

0.568 0.11±

0.372 0.07±

0.411 0.04±

0.453 0.11±

0.345 0.8±

0.474 0.08±

0.423 0.08±

0.453 0.07±

0.418 0.04±
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Ramachan-
dran et al.
[283]

Capacitance Trans-
ducer

N=5 Apex 
QRS

supine 0

Apex 
P

0.005

Apex
T

0.04

Aortic
QRS

0.01

Aortic 
P

0.005

Aortic
T

0.03

Right Ventric-
ular QRS

0.005

Right Ventric-
ular P

0

Right Ventric-
ular T

0

Ronaszeki 
et al.
[284]

Linear Laser Dis-
placement

N=1 Apex 1.2

Singh and 
Ramachan-
dran
[285]

Laser Speckle Inter-
ferometry (In Plane)

N=1
male

Apex 
QRS

0.09

Apex 
P

0.05

Apex
T

0.07

Aortic
QRS

0.05

Aortic 
P

0.04

Aortic
T

0.05

Right Ventric-
ular QRS

0.07

Right Ventric-
ular P

0.05

Right Ventric-
ular T

0.02

Table G.1: Quantitative Measurements of Chest Wall Motion Due to Heartbeat. All subjects are 
healthy unless otherwise specified.

Reference Measurement 
Method

Subject(s) Measure-
ment Location

Position Displacement 
[mm]
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Appendix
H Oscillator Phase Noise 
Theory

H.1 Introduction to Phase Noise

The ideal oscillator for a CW radar would be a perfect sinusoid, with amplitude A and

frequency f, so that the signal, s(t) is:

 . (H.1)

However, all real oscillators have noise, in both phase and amplitude, which makes the

signal:

 , (H.2)

where  is the amplitude noise and  is the phase noise. The amplitude noise does

not affect the signal at its zero crossing, and the phase noise does not affect the amplitude

at the peaks. Since all practical oscillators have some type of amplitude limiting [286], the

amplitude noise from the oscillator is usually negligible compared to the phase noise so

that the signal is effectively:

. (H.3)

Frequency stability is the degree to which an oscillator produces the same frequency

over time. All real sources have some variability in frequency. Fluctuations in frequency

are due to spurious and phase noise. Spurious noise is caused by signals that modulate the

signal frequency, and these appear as discrete components in spectral density plots. Phase

noise is random, caused by thermal noise, shot noise, and flicker noise. A sample spectral

s t( ) A 2πft( )sin=

s t( ) A a t( )+( ) 2πft φ t( )+( )sin=

a t( ) φ t( )

s t( ) A 2πft φ t( )+( )sin=
415
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density plot is shown in Figure H.1. The ideal oscillator’s spectrum would be a delta func-

tion at fosc.

The signals in equations (H.1) and (H.3) are compared in the time domain in

Figure H.2. In this figure, gaussian white noise with zero mean and a variance of 0.0625

was added to the phase of a 1-Hz sinusoid. Note that although the zero-crossings change,

the amplitude of the signal does not vary. 

All methods to quantify phase noise measure frequency or phase deviation of the

source in either the frequency or the time domain. The most common measurement is

spectral density of phase fluctuations per Hertz, . This describes the energy distri-

bution as a continuous function in units of radian variance per unit bandwidth:

Figure H.1. RF sideband spectrum, including phase noise and spurious noise.The phase noise 
spectrum is symmetrical about the oscillation frequency, indicating that phase 
noise, and not amplitude noise, is dominant in this oscillator. The peaks in the 
spectrum are spurious noise, indicating modulation by other signals.
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 . (H.4)

The spectral density is either given in units of  or in dB relative to 1 .

Another common measure of phase noise is the single sideband spectrum. This is the

ratio of the power at an offset of  Hz from the carrier to the signal power, a measurement

of the noise energy. As shown in Figure H.3, oscillator single sideband phase noise,

, is defined as the ratio of the power in a 1-Hz bandwidth at an offset frequency 

from the carrier frequency to the total carrier power. 

(H.5)

It is usually expressed in the units dBc/Hz (decibels below the carrier per Hertz) at a spe-

cific offset. Often round numbers such as 1 kHz, 10 kHz, or 1 MHz are used for the offset,

with the actual number depending on what offset frequency is relevant for the application.

However, when another frequency is important for the application, the specific frequency

will be used; for example, the DCS1800 cellular basestation specification is given at 600

kHz.

(H.6)

When the total phase deviation is much less than a radian so that the small angle

approximation applies, the relationship between the spectral density of phase fluctuations

and the single-sideband phase noise is: 

(H.7)

However, at small offset frequencies on free-running noisy oscillators, the phase deviation

can be near to or greater than a radian, and then this relation does not apply. In this case,

the single sideband phase noise flattens, while the phase fluctuation spectral density can

increase to over 0 dB/Hz. Phase noise over 0 dBc/Hz in noisy oscillators expresses that the

carrier frequency is wandering over a frequency range, and the spectrum should flatten out

when the small angle approximation no longer applies, indicating a wide spectral line due

Sφ f0( ) ∆φ2
RMS

bandwidth used to measure phase deviation
-------------------------------------------------------------------------------------------------------- rad2

Hz
-----------==

radians2
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fo
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to frequency variation of the carrier. It is not correct to have a single-sideband phase noise

value greater than 0 dBc/Hz, since the noise cannot be greater than the carrier. The carrier

can be considered to have wider bandwidth. 

0 0.5 1 1.5 2 2.5 3
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Figure H.2. Exaggerated depiction of phase noise in the time domain. The solid line is the 
perfect sinusoid in Equation H.1 and the dotted line is the sinusoid with phase 
noise in (H.3).

Figure H.3. Measurement of single-sideband phase noise, L(f).
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The variation in the zero crossings is also sometimes referred to as jitter. Jitter is usu-

ally defined looking in the time domain at timing accuracy, while phase noise involves

looking at the noise spectrum in the frequency domain

H.2 Sources of Oscillator Phase Noise

The noise-to-phase transfer function is linear and time-varying. The transfer function

is linear because the oscillator phase disturbance is proportional to the resonator’s ampli-

tude disturbance. The time-varying nature of the relationship is shown by the response to

an impulse at different points in the cycle. If the impulse occurs at a voltage maximum, the

timing of zero-crossings (and therefore the phase) is not changed, but if the impulse occurs

at any other time, the zero crossings change, and the amount they change depends on

when the impulse occurs. Since the phase disturbance due to a noise impulse depends on

when the impulse occurs, the noise-to-phase transfer function is time-varying, and the

shape of the oscillation waveform affects how sensitive the oscillator’s phase is to noise

impulses [286]. The sensitivity of different waveforms to phase noise can be described

through the impulse sensitivity function for the waveform,  [286].

Based on this theory, components of noise near integer multiples of the carrier fre-

quency fold into noise near the carrier frequency, as described by Lee and Hajimiri [286].

White noise generates the  portion of the phase noise:

, (H.8)

where  is the mean noise power,  is the noise bandwidth,  is the maximum

charge displacement in the resonator, and  is the offset frequency from the carrier. 

Γ

1 fo
2⁄

L fo( ) 10

in
2

∆fn
--------ΓRMS

2

2q2
max 2πfo( )2⋅

--------------------------------------

 
 
 
 
 
 
 

log⋅

 
 
 
 
 
 
 

=

i2n ∆fn qmax

fo



420 H:   Oscillator Phase Noise Theory
The  portion of the phase noise is caused by  noise at baseband:

(H.9)

Because phase noise is proportional to fo
-2, as shown in (H.8), white noise near dc and

other integer multiples of the carrier frequency is upconverted to the carrier with a 

slope, and (H.9) shows that  noise near dc gets upconverted to the carrier, weighted by

the coefficient , with a  slope. White noise near the carrier remains at the same

frequency. This typically leads to an oscillator phase noise spectrum with a  depen-

dence close to the carrier, a  dependence beyond that, and flat at frequencies farther

from the carrier [287]. This spectrum is shown in Figure H.4

Because Doppler monitoring of heart and respiration signals focuses on modulations

on the order of 1 Hz from the carrier, the  phase noise dependence is the only rele-
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Figure H.4. Example phase noise spectrum: a typical phase noise spectrum will have a  
dependence close to the carrier, a  dependence beyond that, and be flat 
farther from the carrier. 
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vant part of the spectra for this application. The phase noise with the  slope is

upconverted baseband  noise at the transistor [286]. Since CMOS technology has

notoriously poor  noise performance, oscillators fabricated with this process have

very high close-in phase noise. 
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Appendix
I Analog-to-Digital 
Conversion

I.1 Analog-to-Digital Converter Theory

The dynamic range of the ADC is the ratio of the maximum allowable input swing and

the minimum input level that can be sampled with a specified accuracy. The dynamic

range is limited by the threshold voltages of devices used in the circuit, the input-referred

circuit noise, and the supply voltage [288]. The least significant bit (LSB) is the minimum

change in input that causes a change in the output. The resolution is limited by the noise

due to circuit noise, aperture jitter, comparator ambiguity, and device errors, and depend-

ing on the architecture, may be limited by the number of devices required. The resolution

determines the amount of quantization noise; even in an ideal ADC, the conversion from

continuous values to finite precision samples introduces some error. 

The minimum change in input that causes a change in the output is known as the least

significant bit (LSB), , and is defined as [288]:

 . (I.1)

where  is the number of bits, and  is the input full-scale voltage. Since the resolu-

tion is limited, when the signal amplitude falls between two levels, quantization error is

introduced. As the resolution increases the quantization error decreases. The effect of

quantization noise is shown in the calculation of the signal-to-noise ratio of a full-scale

∆

∆
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sinusoid in an ideal ADC. Assuming the signal voltage is randomly distributed, the quan-

tization noise power,  is [289]:

 . (I.2)

If the analog input signal is a full-scale sinusoid, its total power is:

, (I.3)

so the peak SNR for an ideal analog-to-digital converter is:

. (I.4)

In decibels, the peak SNR of an ideal converter is [289]:

 . (I.5)

Non-ideal ADCs have additional nonlinearities and noise from thermal sources. Sig-

nal-to-noise ratio is the ratio of a full-scale sinusoid to the sinusoidal input for which the

SNR would be 0 dB. This may be limited by thermal noise, quantization noise, or noise

added by the ADC, and aperture jitter. The SNDR, signal-to-noise and distortion ratio, is

the ratio of the signal power to the noise and harmonic power. This is limited by sig-

nal-to-noise ratio, nonlinearities, and charge injection. The effective number of bits, or

ENOB, is defined as [289]:

 . (I.6)
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I.2 Analog-to-Digital Conversion Requirements

Sigma-delta modulator ADCs with resolution up to 24 bits are commercially available

operating at the sample rates required for Doppler radar monitoring of heart beats and res-

piration, between 50 Hz and 250 Hz. Sigma-delta modulator ADCs sample the analog

signal at many times the Nyquist rate and use feedback to suppress quantization noise at

low frequencies. Lower resolution Nyquist ADCs consume less power and require less

processing computation, so using the lowest reasonable resolution is desired. In the mea-

surements presented in this work, the signals were digitized with a digital oscilloscope or

with a 16-bit National Instruments PCMCIA ADC card. The use of a 24-bit ADC elimi-

nates the need for the challenging dc block filtering 

The ADC requires sufficient resolution to accurately digitize the heart signal in the

presence of the respiration signal and any dc offset that is not removed beforehand. If the

ADC does not have sufficient resolution to digitize both the dc offset and the heart signal,

the dc offset must be removed in analog signal processing prior to digitization. If the heart

signal is two orders of magnitude smaller than the respiration signal and the dc offset is

removed, the ADC should have at least 12 bits, providing 4096 digitization levels, to accu-

rately digitize both signals. If the heart signal is three orders of magnitude smaller than the

respiration signal, a 16-bit resolution will provide 65,536 levels, sufficient to digitize both

signals. If the dc offset is 10 times greater than the respiration signal and therefore 10,000

times greater than the heart signal, an 18-bit ADC, providing over 260,000 levels, would

provide accurate digitization of the heart signal. If the dc offset is 100 times or more

greater than the respiration signal, it would be 100,000 times greater than the heart signal

amplitude, a 20- or 24-bit ADC would be required, providing over one million levels of

digitization. ADCs with resolution higher than 24 bits are not typically commercially

available. 
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I.3 Analog-to-Digital Converters Used in Doppler 
Radar Physiological Measurement

The heart signature is typically 100 to 1000 times smaller than the respiration signal

on which it is superimposed. The dc offset can be 100 times greater than the respiration

signal. To accurately determine the heart rate, if only the heart rates is present and dc is

removed, it should be measured with a minimum resolution of 4 bits. If both the heart and

respiration signals are present and the dc offset is removed, a resolution of at least 14 bits

is required. If both the heart and respiration rates are present and the dc offset is not

removed, a resolution of at least 21 bits is required. Analog-to-digital converters are avail-

able with resolutions up to 24 bits at the required sampling frequencies in sigma-delta

oversampled architectures, but not with USB or PCMCIA interfaces.

I.3.1 Digital Oscilloscope

In the measurements of the hybrid board, a HP Infinium oscilloscope was used with

sampling rate of 50 samples/second and 8-bit resolution. In the measurements of the sin-

gle-channel single-chip transceivers, the Tektronix 3014 digital oscilloscope with 9-bit

resolution was used, which sampled at 25 samples/sec. For these measurements, the heart

and respiration rates were separated with analog filters before digitization, so that the

lower resolution digital signal did not pose a problem. When the Tektronix 3014 oscillo-

scope was used for the initial quadrature measurements, the analog filters had to be set to

decrease the amplitude of the respiration signal to about 10 times that of the heart signal so

that 8- and 9-bit digitization would be sufficient.

I.3.2 16-Bit ADC PCMCIA Card

The National Instruments NI-DAQ 6036E 16-bit ADC was used for measurements of

the quadrature transceivers. This simultaneously digitizes 8 differential channels or 16 sin-

gle-ended channels, so the I and Q channels as well as a reference can be simultaneously

digitized. Custom Matlab code was written to display the digitized signal in real-time, and
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can also display real-time data after digital signal processing. This data acquisition card

can sample at rates up to 200 kS/second, so that the rates required for Doppler monitoring

are not a problem. Because a 16-bit ADC was selected, dc offset had to be removed prior

to digitization.
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