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Overview: It has been suggested that major portions of the civilian infrastructure of the United States are at risk due to the threat of an attack on its distributed computer networks and communications systems. Given the heterogeneous nature of the asset classes within the infrastructure, coordination of communication and assessment activities is a problem. In particular, simply recognizing that an Information Warfare (IW) attack is underway represents a significant problem. The purpose of this paper is to discuss some of the difficulties associated with the evaluation of evidence which might lead one to conclude that an IW attack is underway. In particular, it discusses some of the relevant decision making biases that affect human decision makers and suggests simple techniques for the rational assessment of information that may improve the ability to recognize an evolving attack. Finally, the paper presents some recent results concerning conditional probability and the diagnostic value of evidence. It is worth noting that the issues raised here, and the mitigating techniques suggested, are applicable in general hypothesis-generation and decision-making contexts.

A. Background
Given the increasing dependence of the US infrastructure on computers and distributed communications, the vulnerabilities of these systems to IW-type attacks represents a serious problem. The infrastructure has enormous value, and even the most rudimentary risk assessment would conclude that safeguarding these assets represents a high national priority. Any lingering doubt as to the validity of this conclusion should have been dispelled by the signing of a Presidential Executive Order in July, 1996, creating the Infrastructure Protection Task Force (IPTF). Among the goals of the IPTF is the requirement to identify and coordinate activities to meet cyber threats directed against eight defined national assets (e.g. electrical power systems, banking and finance, transportation, etc.). The problems faced by the IPTF are difficult. These assets are largely civilian in nature, and no hierarchy exists which binds them together to support unified data gathering and intelligence analysis. A structure analogous to the system of Indications and Warnings (I&W, and not to be confused with IW) developed within the DoD over the past 40 years simply does not exist. Furthermore, the absence of a unified organizational structure with well-defined authority makes communications difficult and presents a daunting management problem. In short, the IPTF is confronted with a heterogeneous collection of civilian assets with no history of coordinated efforts to identify and counter a common threat. 

For general information on the topic of IW, the reader may go to the Internet (http://www.infowar.com), and the proceedings of the recent conference, InfoWarCon’97. 

We summarize our major assumptions concerning IW decision making in the following:

· Heterogeneous Civilian Assets: The IPTF must deal with a large, disparate group of (mostly) civilian managers who are not well-versed in the problem of identifying a threatening situation, and who are not supported by a consistent set of decision support systems. Decision making in the near term will depend heavily on personnel in key positions who a) observe communications/computer systems anomalies and b) make assessments as to the implications of these anomalies. 

· Lack of Historical Data: There is no consistent set of historical data (e.g. infrastructure-wide communications network anomaly records) on which to base situation assessment, and infrastructure-wide data gathering requirements are only now just being defined. Implementation is still in the future.

· Decision Making Biases: Human decision makers are subject to a number of identifiable (even quantifiable) information processing biases which affect their ability to assess reality, process information, and make rational decisions. These biases particularly affect the ability of a human decision maker to rationally assess evidence which tends to dis-confirm an operational hypothesis (e.g. threat scenario). Lack of historical data to assist in objective validation further aggravates the problem. 

· Instructional Assistance: Creation and dissemination of material to educate key civilian personnel as to the existence of these biases will produce insight, which can lead to improved decision making. Making available simple probabilistic tools, for evaluating dynamic evidentiary information, will enhance the ability of the civilian decision maker to more rationally contribute to a coordinated, infrastructure-wide situation assessment. This paper represents one step in the education process. 

This paper discusses behavioral impediments to the decision making problem, and then suggests mitigating measures, all from a pragmatic perspective. The value of such an activity will be long-lasting, since the role of the human in making ultimate decisions is likely to persist into the foreseeable future. Assessing the validity of threat scenarios and choosing response strategies involve complex issues. While the field of automated decision support has made progress (especially in the military), ultimate decisions to act are not left to automated systems. Oversight responsibility, with the ultimate right-of-review, is (and will continue to remain) in the hands of the human decision maker. Even as automated systems evolve in the IW arena, there will be a continuing need for enlightened human oversight. Efforts spent in educating decision makers to more rationally evaluate and act will continue to pay dividends, even as automated decision support systems are eventually deployed.

B.  The Problem

The fundamental assessment problem from an IW perspective is to distinguish between the following conditions (hypotheses):

h1 = “The situation is normal” (e.g. we are not under attack),

h2 = “The situation is abnormal” (e.g. we are under attack).

The hypotheses are intentionally simplistic. The only purpose in defining these two conditions is to provide a set of simple alternatives which can be subjected to evaluation using the methods to be discussed. 

What kind of information is required to move a person from a belief in h1 to a belief in h2? If a person believes in something (e.g. h2), does that make it true? If a person believes in something (e.g. h1), how might that bias their view of the world in order to maintain that belief? There are numerous variations on the two hypotheses above, all dealing with the assessment of “pieces” of the overall problem. Regardless of the specific words used or level of granularity (e.g. up high at a national headquarters level, or down low in a specific network component), it all involves giving up one view of the world and adopting a different view of the world. In spite of the simplicity of this statement, human beings exhibit significant biases when evaluating information to perform this simple act of transitioning from belief in one hypothesis (i.e. view of the world) to belief in an alternative hypothesis (i.e. different view of the world).  The reader should understand that much of what is discussed below relates to the generic problem of hypothesis re-evaluation. The human biases referenced, and the mitigating tools suggested, are applicable in other decision making domains.

This paper describes an approach to mitigating some of the problems associated with evaluating candidate threat scenarios to support identification of an “evolving IW-attack”. It describes some of the decision theoretic problems faced by decision makers and offers pragmatic guidance. These concepts will help to educate critical personnel and provide guidance for structured hypothesis generation and decision making, while awaiting the development of sophisticated DoD-like decision support systems. 

In this paper, we shall view the relationship between hypotheses, h, and the evidence, e, which may tend to support them (or fail to support them) as a conditional probability: 

p(h|e). 

This conditional probability is to be read as the “probability of h given e”, or the probability that h (hypothesis) is  true given that e (evidence) is true. For example, if h = “we are under attack” while e = “observed level of network anomalies”, then the conditional probability would read p(h|e) = “the probability that we are under attack given the observed level of network anomalies”. 

Comment: this paper adopts a pragmatic view of decision making and the processing of information. Decision makers are viewed as driven by schedules and events outside of their control. They are required to assess situations and formulate decisions making their best use of known historical events as well as their (subjective) degrees-of-belief concerning outcomes of uncertain events or events yet-to-occur. It is assumed that they will combine both objective and subjective information in this process. Regardless of the reader’s philosophical orientation and attitude toward the definition of probability, it is presumed that decision makers will attempt to manipulate “probabilistic” quantities using the basic, generally recognized rules of probability, and will incorporate the results in their holistic decision making activities. It is precisely because of the ability to perform this complex, high level task that the human being is in charge. 

C. Information Processing Biases
Although it is true that human beings perform this decision making task better than any known non-human alternative, it is also true that human decision making behavior is flawed. The consensus of recent scientific study in the fields of experimental and social psychology paints a picture of man afflicted with a “bounded rationality”, whose faculties are limited in their ability to do complex problem solving.  Humans struggle with the complexity in the world, developing behavioral heuristics (intellectual “short-cuts”) in order to cope successfully. These heuristics deliver varying degrees of success in different problem situations. For example, human information processing is generally conceded to be very good in certain areas of pattern recognition (e.g. voice and face recognition) and concept formation. However, when remembering and processing details, deficiencies abound. People frequently

· reason erratically and even irrationally

· incorrectly perceive what goes on in their surrounding environment

· are unduly influenced by the appearance, rather than the essence, of a problem

· confuse simple logical relationships

· reach unjustified conclusions based on the flimsiest of evidence

· recall the past poorly, actively re-manufacturing events as they remember
In particular, a number of information processing biases have been identified and studied in great detail. We will not attempt an exhaustive description of these biases (see Reference 1), but rather mention only a few that are especially pertinent to the discussion of IW. These biases relate directly to the essence of the IW situation assessment problem: how to determine whether or not an attack is underway. What forces (biases) can impede the timely performance of this task? 

C.1 Examples

The following is only a small set of examples drawn from a large body of scientific work. Their purpose is to help convince the reader that information processing biases exist and that they can exert a real, negative effect on the assessment/decision process. In this discussion, the last one in the set, the Confirmation Bias, is to be considered the most serious of all. 

a) False Positive: Consider the classic problem caused by “false positives” in a testing situation, say, a hypothetical medical test for cancer. Suppose that the incidence of cancer in the population is 0.5%, and that the test is 98% effective, meaning that 98% of people with cancer actually test positive (+). This implies that p(+|cancer) = 0.98, or in other words, the probability of a (+) test result, given that one has cancer, is 0.98. However, for the individual who has tested (+), the real question is p(cancer|+), the probability of actually having cancer given a (+) test result. Despite the widespread tendency of people to confuse them, these two conditional probabilities are not the same. Consider the following table for a random sample of 10,000 people drawn from the population, where an assumed 50 people actually have cancer, of whom  98% (or 49 people) correctly test (+), while  2% (or 199 people) of the remaining 9,950 falsely test positive (+).




p(+|cancer) = 49/50 = 0.98

p(cancer|+) = 49/248 ( 0.20

p(not cancer|+) = 199/248 ( 0.80
The probability of actually having cancer, after testing (+) with an apparently quite accurate test, is only 0.2, while the probability of not having cancer is 0.8. The vast majority of the population (including those who populate the critical infrastructure assets!) does not appreciate the subtlety of this result. Even after reading this example, a great many people have difficulty believing the numbers and incorporating such results into their daily decision making behavior. The reader is invited to re-think this example while substituting “attack” for “cancer”, and  “network anomaly” for “+ test result”. Nota Bene (N.B.) since hypothesis evaluation often involves discriminating between two different conditional hypotheses, this bias represents a serious threat to rational thinking.

b) Anchoring: Take two groups of people and ask them to estimate the value of 8! (“8 factorial”: 1x2x3x4x5x6x7x8 = 40,320). The ground rules are no pencil/paper, no calculator, answer must be given within a few seconds. The two groups are each given a different version of the problem, where the order of the digits is reversed:

· Group 1: 1x2x3x4x5x6x7x8

· Group 2: 8x7x6x5x4x3x2x1

The average answers come out as follows:

· Group 1: 512

· Group 2: 2,250

Both groups dramatically underestimate the correct value. Furthermore, it was found that differences in starting points or “anchors” (starting with the “low” versus the “high” numbers) produces large final differences.  This phenomenon has been demonstrated in a variety of other real-world situations. Frequently, people start out at the “anchor” point and then make insufficient adjustments in their attempts to arrive at the “correct” answer. They are strongly influenced in their ability to accurately estimate things, depending on where they start out. N.B. an existing, steady-state situation constitutes a potential anchor. A casual observer of communications network behavior may have difficulty perceiving the significance of changes in the situation. The magnitude of what is starting to happen “may just not sink in”.

c) Retrospection: Human beings typically think of their memories as a repository of previously learned facts and actual past experiences. In stark contrast to this view, science has demonstrated that memories are often highly selective. Rather than “recalling”, people actually “re-manufacture” their recollections of the past. Memories of past “realities” can be highly “unreal”. In two extensive studies,  two different groups (totaling over 2,000 people) were surveyed repeatedly over a period of years 1) concerning their evolving opinions on selected issues (aid to minorities, equality of women, legalization of marijuana, etc.) and 2) their reported personal behavior (concerning use of tobacco, alcohol, illegal drugs). When asked to recall their answers to previous survey questions given in the past (which had been objectively recorded by researchers),  people’s views of themselves and their past opinions and behavior were more closely related to their current views and behavior. For example, peoples’ recall of their previous alcohol use was more closely related to their current reported drinking habits. N.B. in the absence of detailed network anomaly data, many decisions will be predicated on memory. Furthermore, simply recording volumes of data will not guarantee the availability of useful data.

d) Retrospection (again): A study was made of the shooting performance of four basketball teams (76ers, Celtics, Nets and Knicks). An item of interest to researchers was the likelihood that players were a)more or b)less likely to make baskets after they had just a)made or b)missed a shot from the floor. The researchers recorded detailed shooting records of the players in the 1980-81 season, so they had the actual data to refer to. Along the way, they interviewed a group of players and asked them to assess their own performance. On average, the players estimated they were about 25% more likely to make a shot after a hit than after a miss. Analysis of the shooting records proved just the opposite. Players were actually more likely to make a shot after a miss than after hit. N.B. the players’ retrospective views of their own experience were severely flawed. What do you imagine would be the result if network performance questions (requiring recall of past experience) were asked of employees within the critical infrastructure assets?  

e) Confirmation Bias: The final example is the most serious and relates directly to the IW assessment problem. Given a hypothesis or belief, people tend to look for confirming information and tend to ignore dis-confirming information. For example, in a recent study concerning the evaluation of arguments (see Reference 2), researchers found that those arguments incompatible with prior beliefs were scrutinized longer, subjected to more extensive refutational analysis and consequently judged to be weaker than arguments compatible with prior beliefs. N.B. this tendency to “selectively attend” to information can be a serious problem in many aspects of life. In the critical context of IW, it represents a potentially fatal impediment to rational and timely situation assessment.

C.2 Confirmation Bias

This tendency to discount information which is dis-confirming to a hypothesis (e.g. view-of-the-world, “dearly held belief”, etc.) results in a hypothesis being held long past the time that it should have been discarded in light of available evidence. In the discussion here, it is assumed that the decision maker has rational intentions and does not maliciously ignore or misrepresent facts. The decision maker is simply a well-intentioned  person whose view of the surrounding world precludes her from rationally assessing information to reach the correct conclusion. In other words, the decision maker is afflicted with an information processing bias. 


While contemplating Figure 1, consider the situation in which a decision maker has adopted an operational hypothesis, h (for example, the previously defined hypothesis h1 related to IW situation assessment). Initially, the decision maker believes the hypothesis  to be true and assigns it a high probability, say, p(h) = 1. Suppose, however, that, over time, evidence accumulates that suggests the hypothesis is false. Unless the person is out-of-touch with reality (psychotic), eventually the decision maker will be forced to acknowledge the overwhelming weight of disconfirming evidence and will discard the hypothesis, resulting in the modified belief that p(h) = 0. There are two processes by which this re-evaluation can take place (both of which have been represented in the same figure above):

1. (Confirmation Bias) Over time, disconfirming evidence arises, but the decision maker rejects (i.e. fails to properly weigh the impact of) the evidence, effectively maintaining the belief that p(h) = 1. Finally, at t = t2 the weight of disconfirming evidence reaches a sufficiently high threshold that the decision maker is forced to reject the hypothesis, and (belatedly) accept  the fact that h is false:  p(h) = 0.

2. (Rational re-Evaluation ) In this situation, as disconfirming information is received, it is evaluated more objectively.  Over time, support for the hypothesis begins to decrease, and p(h) < 1. Evidence continues to accumulate and support for the hypothesis continues to drop until it is abruptly discarded at t = t1 , where t1 < t2 .

It is clearly beneficial to encourage the timely and rational evaluation of evidence, to encourage the decision maker to reach the threshold at which support for the hypothesis is dropped sooner, rather than later. 

One approach to mitigation of the confirmation bias involves the application of probabilistic tools to evaluate the effects of new evidence on an existing hypothesis. In this paper, emphasis is placed on simple tools to produce “guesstimates” (the result/output of a heuristic process) that can help guide a decision maker. To the extent that we must deal with a heterogeneous group of relatively disorganized, civilian decision makers in this new IW environment, the development of simple tools and the training to use them can produce significant, widespread benefits. As previously stated, the goal is:  

1) to educate personnel concerning the existence of information processing biases, so that 

2) they will embrace the use of simple techniques that contribute to a more rational evaluation of evidence and enhance the decision making process. 

C.3 Why “guesstimates” Are Important

Consider the following analogy between the decision making process and the product development cycle. If the product cycle is composed of four steps, say, 1) requirements, 2) design, 3) development, and 4) deployment, then, the sooner in the cycle that a flaw is discovered, the easier it is to fix. Flaws discovered in deployed systems can cause catastrophic problems. Similar forces are at work in the decision process. If one is able to catch an error early, before attitudes have hardened and before a series of difficult-to-retract subsequent decisions have been made, then changes may occur: e.g. conclusions can be re-visited, attitudes re-formed, previously rejected options re-instated, etc. The goal is to influence decision makers while they are “vulnerable to suggestion”, so that the quality of decisions may be improved.  

In order to motivate the introduction of these simple probabilistic tools, consider the following story, variations on which have been repeated many times since the introduction of the hand-held calculator:

Several people are seated around a table discussing a problem, and at some point in the process the discussion stops, while the designated Keeper-Of-The-Calculator computes a number. The result is authoritatively presented to the assembled group, and the discussion reconvenes using “the number”. With everyone else obviously prepared to accept the figure as correct and continue the discussion,  one lone member of the group bravely voices the opinion that “there is something wrong with the number.” After an initial resentful frown from Keeper-Of-The-Calculator, a minute or two of discussion and several re-calculations, the Keeper-Of-The-Calculator admits that a mistake was made and the now-corrected number is given. 

The brave person in this story does not have to be a savant in order to realize that a serious error has been committed. The person merely needs a sense of what is reasonable, in order to suspect what is probably unreasonable. It may only require a few seconds of rough mental arithmetic to produce a “guesstimate” and then note that something is probably wrong with the “number”. The ability to sense what is obviously unreasonable (or irrational) can be extremely useful. In a time-critical situation (e.g. IW situation assessment), such a realization can be invaluable. We believe that material presented in this paper can make a contribution to increasing the “rational awareness” of decision makers to give them a heightened sense of what is reasonable, and to help avoid the demonstrably unreasonable. It will improve their ability to do “rough logical calculations” (analogous to the “rough numerical calculations” above) using diagnosticity of evidence rather than numbers as the basic processing entity. It will allow them to interject the following comment into the decision process: “there is something wrong with the reasoning”.

We are now in a position to state the following as an important meta-principle for general improvement of the decision making process: “stop and think”. It is our opinion that an important element in the mitigation of biases, in general, lies in two areas:

· educating personnel as to the existence of biases (the threat to rational decision making is real.....not imagined)

· taking the time to “stop and think”

If one understands that these biases exist, then merely taking the time to be careful and deliberate (i.e. avoiding an automatic, knee-jerk style of thinking) will help to mitigate many of the debilitating effects of information processing biases. It is here that the decision aids may prove of benefit; to assist in the evaluation of evidence that might otherwise creep along, invisible and unnoticed by the decision maker. These tools provide a structured mechanism by which a well-motivated decision maker is forced to confront the evidence and explicitly evaluate its diagnosticity. By honestly engaging in the evidence evaluation process, the decision maker may develop new insight. He may make a better decision.
It is worth noting that there is also an opportunity to influence group decision making (as in the calculator example given above). To the extent that an individual has been trained to more rationally evaluate evidence and to participate cooperatively in a group decision (Team Training), the quality of the group’s decision may be improved.

D.  Probabilistic Considerations
We now return to a discussion of the confirmation bias. The presentation depends heavily on material drawn from Reference 1.

It has been suggested by researchers that a major cause of this bias is the lack of an alternative hypothesis. Perhaps the alternative exists but is unknown to the decision maker. Perhaps it is simply the case that no one has made the effort to explicitly formulate an alternative. Regardless of the reason, failure to consider an alternative choice in the decision process seems to be an important factor in a perpetuation of the status quo. Even when provided with an alternative hypothesis, there may be problems. The decision maker may retain an allegiance to a currently held hypothesis even when there is serious question as to its validity. For example, beliefs that over time have become less viable may be retained for lack of a validated alternative. It is not uncommon for  decision makers to adhere to what is often referred to as the “operational hypothesis” until one of its alternatives has been proven to be true. Logically however, it can be shown that it is more likely that a particular hypothesis is false, than that an alternative hypothesis is true. This means that it is irrational to continue to rely on a hypothesis of unsupported validity until a conflicting one is demonstrated to be true.

D.1 Denial of Hypothesis vs Alternative Hypotheses  

Consider the situation in which a decision maker faces two conflicting, alternative hypotheses: h1 (the “operational hypothesis”) and h2 . If either of the two hypotheses is true, then the other is false. It is also possible that neither one is true. Denote the falsity (denial) of h1 by the notation ~h1 (read as “not h1”) . Then it can be shown that 

p(h2) ( p(~h1).
The probability that h2 is true is less than the probability that h1 is false. Regardless of the evidence considered, it is more likely that the first hypothesis is false than that the alternative, conflicting hypothesis is true. The problem is that without a conflicting hypothesis, however, one tends to minimize the impact of evidence against a hypothesis held on the basis of previous belief or plausibility (our “dearly held belief”). Even in the presence of a conflicting alternative, the decision maker may persist in the current belief until the conflicting hypothesis has been proved true. But this tendency constitutes an irrational use of evidence. It is simply not rational to cling to a belief whose credibility is highly suspect merely because we have failed to formulate a credible alternative or proved that it is true. The mere fact that we continue to operate with a questionable hypothesis (“until something better comes along”) naturally biases us against its rational evaluation. It encourages us to deny the very evidence which, if accepted and properly evaluated, could give rise to a more reasonable hypothesis (or belief). The moral of this story is: formulate and evaluate alternative hypotheses. Do it on a regular basis. N.B. merely possessing a theoretical knowledge of this inequality can be an aid to behaving more rationally. It may force  people to acknowledge that 

· IF they are perpetuating the belief in an unsupported hypothesis merely because they are unable (or simply have not made the effort) to articulate a good alternative,

· THEN they are placing themselves (their organizations) in a very tenuous position.

One short term alternative is to give up the operational hypothesis even if one cannot postulate an alternative. Working (not permanently, but for some short specified period of time) in the absence of a hypothesis may not be all bad. To suspend judgment and do nothing....while continuing with other aspects (e.g. data accumulation) of the decision process.... may at least prevent one from making the wrong decision. To do “no thing” may be better than doing the “wrong thing”, thus at least complying with the classical admonition in the Hippocratic Oath to “do no harm.” 

The above inequality can be generalized to the case of n ( 2 hypotheses. Suppose there are n pair-wise conflicting, alternative hypotheses, h1, h2, h3, ..., hn and further suppose that j is a fixed integer, where 1 ( j ( n. Assume that hj  is the favored, operational hypothesis. Then the generalized inequality becomes

for any i (j,  p(hi) ( p(~hj).
In fact, the result can be further strengthened to produce the following

( i (j p(hi) ( p(~hj).
Although this result is important from a theoretical point of view, it may be difficult to act on it. Even if one accepts the fact that the existence of an alternative hypothesis will help minimize the effects of the confirmation bias, it may not be so easy to construct one. From an operational perspective, there are two requirements:

· one requires an explicit hypothesis, say,  h1
and then, in addition, 

· one needs an explicitly-constructed, conflicting, alternative hypothesis, say, h2.

Most people, in the course of their daily lives, are not in the habit of routinely constructing explicit hypotheses together with explicit alternative hypotheses. The careful formulation of specific hypotheses requires a certain amount of care and thought. Fortunately, the following technique can reduce the required workload by exactly 50%. It comes from the realization that for every given hypothesis (h), there is at least one “obvious” and easily-constructed conflicting, alternative: namely,  its denial (~h).

D.2 The Tool 

Suppose that h is a hypothesis to be evaluated, e is evidence and ~h is the negation of h. Then it is possible to derive (Reference 1) the following equation involving ratios of conditional probabilities :



In using this tool, one is forced explicitly to look at incoming evidence (in two different ways) while considering its relationship to each of the two competing hypotheses, h and ~h. Sometimes looking at the same problem from a different point-of-view can produce insight. For this discussion, we treat the hypotheses as fixed and the evidence as arising over time. The problem is to analyze the stream of evidence and choose one of the two hypotheses.

This equation is used to formally evaluate the ratio of the conditional probability of the hypothesis and its negation given the incoming evidence (left hand side, where the confirmation bias is most likely to exist) in terms of the ratio of probabilities on the right hand side. In particular, a complete reversal of mind-set is involved. Rather than investigating the probability of the chosen hypothesis and its denial given the evidence (left hand side), the decision maker is focused on the right side of the equation where an entirely different question is posed: what is the probability of the observed evidence given the truth of the hypothesis (and its denial). For this discussion, we shall ignore the term p(h)/p(~h). Since the hypothesis and its negation are fixed, the ratio of their probabilities (regardless of its specific value) is fixed. Instead, we concentrate on the terms involving evidence e, since only the evidence is subject to change. Another point to notice is this: only relative probabilities (ratios) are required. For a human decision maker, the assessment of a specific probability is not an easy task. People are notorious for making bad and mutually inconsistent estimates of specific probabilities.  But what is required here is not a specific estimate, but rather a relative  estimate of probabilities. The decision maker is asked to estimate “whether or not this probability is greater than that probability”. 

Example: Ask people to estimate the numerical probability of an automobile accident, p(auto_accident) and an airplane accident, p(airplane_accident),  and they are likely to give answers which are not only incorrect, but also highly variable (i.e. the set of answers will possess a large variance). However, ask people to judge the relative magnitudes of the two probabilities and most will likely answer

p(auto_accident) > p(airplane_accident),

which implies that the ratio

[p(auto_accident) / p(airplane_accident)] > 1.

In fact many people can actually improve on this answer, since they will further affirm with great confidence that 

[p(auto_accident) / p(airplane_accident)] >> 1,
that is, the probability of an auto accident is much greater than an airplane accident. In point of fact, they would be correct. N.B. on average, the answers to the relative-magnitude question will be both more accurate and less variable.
Relative probability estimation is something that a human can do.  By judging the relative probabilities of the evidence given the hypothesis or  its negation, the decision maker is able to create a factor (ratio) which is greater than one, or less than one. This factor is then used to judge whether the ratio of the probability of the hypothesis to the probability of its negation is increasing or decreasing  in light of the incoming evidence. 

The above result is capable of an easy generalization. The ratio of conditional probabilities relating a hypothesis (h) to its denial (~h) can be extended to the case of two general hypotheses, h1 and h2 : 


As previously discussed, the goal is to evaluate the ratio on the left hand side of the equation, by working with the terms on the right hand side. It should be evident that the analysis of the resulting ratio will tend to be diagnostic in proportion to the extent that the two hypotheses differ (i.e. there should be some “distance” between the two hypotheses under consideration).  Similar hypotheses may tend to be supported by the same evidence, while highly dissimilar hypotheses will tend to be differentiated by a particular piece of evidence. 

Given the proper background material and some easily administered training, the effective use of this tool is within reach of most decision makers. The result can be improved situation assessment and decision making performance.

D.3 Interrogator’s Fallacy

One view of decision making is that of a continuing process involving constant updating and revision. Marketing plans are always evolving, decisions to manufacture are always subject to revision, and situation assessment for IW is always alert to the possibility that a normal situation may begin to deteriorate to become abnormal. In numerous situations, beliefs undergo constant scrutiny, always subject to change. Evidence is constantly being gathered and support for a hypothesis (belief, scenario) is dynamic. It is to this process of evidence accumulation that we introduce an important and counterintuitive result called the Interrogator’s Fallacy (see Reference 3). This result states that in certain situations, evidence that (in the opinion of the average observer) “obviously” further confirms (strengthens) a hypothesis, may in fact be dis-confirming.  The result is not a mathematical or logical fluke of marginal consequence. It is an inherent property of information in the real world and it matters.

We shall first describe the problem in its original setting and then suggest applications to IW. Following the original paper, consider the situation of a person accused of a crime. The legal system is confronted with the problem of evaluating p(G), the probability of guilt. Suppose that, subsequently,  the person confesses to the crime. The legal system is now required to evaluate the following conditional probability: p(G|C), the probability of guilt given the confession. It is natural to believe that 

p(G|C) > p(G)
since it is “obvious” that the probability of guilt given the confession is greater than the simple probability of guilt. This is precisely the Interrogator’s Fallacy, since simple manipulations of conditional probabilities demonstrate the following:

If we assume that p(G|C) > p(G), then it follows that p(C|~G) < p(C|G).

In other words, it must be more likely that a guilty person will confess than that a not-guilty, ~G (i.e. innocent), person will confess. The mere existence of a confession does not automatically guarantee increased probability of guilt. The evidence (confession) must satisfy a special relationship to the hypothesis (G) and to the denial of the hypothesis (~G). Stop and think about this for a moment. Consider the situation of a hardened terrorist (trained to resist interrogation) and an innocent (and bewildered) bystander apprehended because he was in “the wrong place at the wrong time”. Which person is the more likely to “cave in” and which is the more likely to resist? In fact, it is more likely that the innocent person will confess. Actual cases (involving highly publicized instances of terrorism in the UK) have occurred, involving people badgered into confessing to crime. In such situations, what is the value of the confession? Given the situation just described, the existence of the confession by the innocent person is actually a dis-confirming piece of evidence to the original hypothesis (that the person was guilty). It is only by taking the trouble to evaluate the conditional probabilities and looking at the consequences of assumptions, that we realize: that which was “obvious” is not quite so obvious. The analysis of elementary probabilities can prevent both a logical and a legal blunder.

We now return to a discussion of the IW assessment problem. Consider the situation in which there are n = 2 pieces of evidence, e1 followed by e2, together with a hypothesis h (generalization to case of n > 2 pieces of evidence is entirely straightforward). If both e1 and e2 tend to be individually supportive of h, then one is again tempted to reach the “obvious” conclusion that  

p(h| e1 e2) > p(h| e1) > p(h).
However, the right-most inequality poses the very same problem that was addressed above with (G) replaced by (h) and (C) replaced by (e1). There is a similar problem posed by the left-most inequality. It can be shown that the mere existence of additional information e2 is not sufficient to increase the probability. We need more. What is required is

p(e2| e1h) > p(e2| e1~h).

We must assess the diagnosticity of the new evidence e2 in terms of the previous evidence e1 and h and ~h and the above inequality must hold. Failing to consider all of these related elements of the problem may cause the decision maker to fall victim to a generalized version of the Interrogator’s Fallacy. It is not always clear that the required inequality, p(e2| e1h) > p(e2| e1~h), is satisfied. Human evaluators and assessors of information may be guilty of attributing too much cumulative weight/power to multiple pieces of evidence when, in fact, much less exists.

By now, the application to the IW assessment problem should appear straightforward. In the beginning, in the clear absence of an “attack” situation, all systems will be in a more or less “normal” mode of operation. The operational hypothesis will be that of  

h1 = the situation is normal (i.e. we are not under attack).

If an attack is actually initiated, then the situation will begin to deteriorate and evidence of this will begin to appear. Over some period, and at specific points in time, t1 < t2 < .... < tn, discrete pieces of evidence will be available to the decision maker, call them e1, e2 ,...,  en. The task of the decision maker is to evaluate the evidence, as it is received, and decide whether to transition from a belief in h1  to a belief in

 h2  = the situation is abnormal (i.e. we are under attack).

The diagnosticity of subsequent pieces of evidence must be judged, not in isolation, but rather in a manner consistent with the procedure described above.  

E. Conclusions
The first step in the solution of a problem involves an understanding of the problem. In this paper we have attempted to begin the discussion of IW situation assessment. We have further described a few well known decision biases which appear to interfere with rational and timely situation assessment. There are additional examples of such biases, and it may be fruitful to examine them. Information Warfare will benefit from a systematic discussion of known biases and their potential impact on IW activities.

In addition, we have attempted to describe some simple, pragmatic tools for processing evidence and assessing the validity of hypotheses. There are other probabilistic assessment tools that may be of value to decision makers. Further work should be done to identify simple techniques, capable of implementation without the requirement for complex HW/SW. The purpose of such techniques is to better enable the decision maker to “think on his feet”.  We have also introduced the reader to a recent result called the Interrogator’s Fallacy, whose impact on the general problem of evidence evaluation deserves more study. We believe that the repercussions of this surprising result, on decision making  in general, are not yet well understood.

In conclusion, we believe that the harmful effects of information processing biases will continue to be felt unless mitigating measures are discovered and introduced into the population. People must be educated concerning these biases and efforts must be made to modify decision making behavior. For example, here at Electric Boat Corporation, a program has been established to create training materials and educate managers concerning the effects of decision biases in a corporate business environment. Similar programs conducted on a large scale will serve to sensitize large numbers of people and will lead, over time, to a more thoughtful and rational approach to decision making.
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