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Abstract. Frequently, communication between two principals reveals
their identities and presence to third parties. These privacy breaches
can occur even if security protocols are in use; indeed, they may even be
caused by security protocols. However, with some care, security protocols
can provide authentication for principals that wish to communicate while
protecting them from monitoring by third parties. This paper discusses
the problem of private authentication and presents two protocols for
private authentication of mobile principals. In particular, our protocols
allow two mobile principals to communicate when they meet at a location
if they wish to do so, without the danger of tracking by third parties.
The protocols do not make the (dubious) assumption that the principals
share a long-term secret or that they get help from an infrastructure of
ubiquitous on-line authorities.

1 Privacy, authenticity, and mobility

Although privacy may coexist with communication, it often does not, and there
is an intrinsic tension between them. Often, effective communication between
two principals requires that they reveal their identities to each other. Still, they
may wish to reveal nothing to others. Third parties should not be able to infer
the identities of the two principals, and to monitor their movements and their
communication patterns. For better or for worse, they often can. In particular,
a mobile principal may advertise its presence at a location in order to discover
and to communicate with certain other principals at the location, thus revealing
its presence also to third parties.

Authentication protocols may help in addressing these privacy breaches, as
follows. When a principal A wishes to communicate with a principal B, and is
willing to disclose its identity and presence to B but not to other principals, A
might demand that B prove its identity before revealing anything. An authen-
tication protocol can provide this proof. It can also serve to establish a secure
channel for subsequent communication between A and B.

However, authentication protocols are not an immediate solution, and they
can in fact be part of the problem. Privacy is not one of the explicit goals of
?? This work was partly done at Bell Labs Research, Lucent Technologies, and at

InterTrust’s Strategic Technologies and Architectural Research Laboratory.



common authentication protocols. These protocols often send names and cre-
dentials in cleartext, allowing any eavesdropper to see them. An eavesdropper
may also learn substantial information from encrypted packets, even without
knowing the corresponding decryption keys; for example, the packets may con-
tain key identifiers that link them to other packets and to certain principals.
Furthermore, in the course of authentication, a principal may reveal its identity
to its interlocutor before knowing the interlocutor’s identity with certainty. If A
and B wish to communicate but each wants to protect its identity from third
parties, who should reveal and prove theirs first?

This last difficulty is more significant in peer-to-peer communication than
in client-server communication, although the desire for privacy appears in both
settings.

– In client-server systems, the identity of servers is seldom protected. How-
ever, the identity of clients is not too hard to protect, and this is often
deemed worthwhile. For example, in the SSL protocol [14], a client can first
establish an “anonymous” connection, then authenticate with the protection
of this connection, communicating its identity only in encrypted form. An
eavesdropper can still obtain some addressing information, but this infor-
mation may be of limited value if the client resides behind a firewall and
a proxy. (Similarly, the Skeme protocol [19] provides support for protecting
the identity of the initiator A of a protocol session, but not the identity of
the interlocutor B.)

– The symmetry of peer-to-peer communication makes it less plausible that
one of the parties in an exchange would be willing to volunteer its identity
first. Privacy may nevertheless be attractive. In particular, mobile principals
may want to communicate with nearby peers without allowing others to
monitor them (cf. Bluetooth [7] and its weaknesses [18]). Thus, privacy seems
more problematic and potentially more interesting in the fluid setting of
mobile, peer-to-peer communication.

This paper gives a definition of a privacy property (informally). This property
implies that each principal may reveal and prove its identity to certain other
principals, and hide it from the rest. The definition applies even if all parties are
peers and have such privacy requirements.

Standard authentication protocols do not satisfy the privacy property. How-
ever, we show two protocols that do, and undoubtedly there are others (to the
extent that informally described protocols can satisfy informally defined prop-
erties). In our protocols, a session between two principals A and B consists of
messages encrypted under public keys and under session keys in such a way that
only A and B discover each other’s identity. The protocols differ from standard
protocols by the absence of cleartext identity information. More subtly, they
rely on some mild but non-trivial assumptions on the underlying cryptographic
primitives. One of the protocols also includes a subtle “decoy” message in order
to thwart certain active attacks.

Our protocols do not assume that the principals A and B have a long-term
shared secret. Neither do they require an infrastructure of on-line trusted third



parties, or suppose that the world is organized into domains and that each princi-
pal has a home domain. In this respect, the protocols contrast with previous ones
for related purposes (see for example [4, 6, 23, 30] and section 5). Because of their
weak infrastructure needs, the protocols are consistent with ad hoc networking.

As an example, consider a mobile principal A that communicates with others
when they are in the same (physical or virtual) location. In order to establish
connections, A might constantly broadcast “hello, I am A, does anyone want to
talk?”. An eavesdropper could then detect A’s presence at a particular location.
An eavesdropper could even monitor A’s movements without much difficulty,
given sensors at sufficiently many locations. Our protocols are applicable in this
scenario, and are in fact designed with this scenario in mind. Suppose that two
principals A and B arrive anonymously at a location. Although A and B may
know of each other in advance, they need not have a long-term shared key.
Furthermore, neither may be certain a priori that the other one is present at
this location. If they wish to communicate with one another, our protocols will
enable them to do it, without the danger of being monitored by others.

The next section defines and discusses the privacy property sketched above.
Section 3 presents the assumptions on which our protocols rely. Section 4 devel-
ops the two protocols and some optimizations and extensions. Section 5 discusses
some related problems and related work (including, in particular, work on mes-
sage untraceability). Section 6 concludes.

This paper does not include a formal analysis for the protocols presented.
However, formalizing the protocols is mostly a routine exercise (for example,
using the spi calculus [1] or the inductive method [25]). Reasoning about their
authenticity and secrecy properties, although harder, is also fairly routine by
now. More challenging is defining a compelling formal specification of the privacy
property. Such a specification should account for any “out-of-band” knowledge
of attackers, of the kind discussed in section 3. In this respect, placing private
authentication in the concrete context of a system may be helpful. We regard
these as interesting subjects for further work. Recently, several researchers who
read drafts of this paper (Vitaly Shmatikov, Véronique Cortier, Hubert Comon,
Cédric Fournet) have made progress on these subjects. Their ideas should be
applicable to other systems with privacy goals, beyond the protocols of this
paper.

2 The problem

More specifically, suppose that a principal A is willing to engage in communi-
cation with some set of other principals SA (which may change over time), and
that A is willing to reveal and even prove its identity to these principals. This
proof may be required, for instance if A wishes to make a sensitive request from
each of these principals, or if these principals would reveal some sensitive data
only to A. The problem is to enable A to authenticate to principals in SA with-
out requiring A to compromise its privacy by revealing its identity or SA more
broadly:



1. A should be able to prove its identity to principals in SA, and to establish
authenticated and private communication channels with them.

2. A should not have to indicate its identity (and presence) to any principal
outside SA.

3. Although an individual principal may deduce whether it is in SA from A’s
willingness to communicate, A should not have to reveal anything more
about SA.

Goal 1 is common; many cryptographic protocols and security infrastructures
have been designed with this goal in mind.

Goal 2 is less common. As discussed above, it is seldom met with standard
protocols, but it seems attractive. When C is a principal outside SA, this goal
implies that A should not have to prove its identity to C, but it also means that
A should not have to give substantial hints of its identity to C.

We could consider strengthening goal 2 by saying that A should have to
reveal its identity only to principals B ∈ SA such that A ∈ SB , in other words,
to principals with which A can actually communicate. However, we take the view
that SB is under B′s control, so B could let A ∈ SB , or pretend that this is the
case, in order to learn A’s identity. At any rate, this variant seems achievable,
with some additional cost; it may deserve study.

Goal 3 concerns a further privacy guarantee. Like goal 2, it is somewhat
unusual, seldom met with standard techniques, but attractive from a privacy
perspective. It might be relaxed slightly, in particular allowing A to reveal the
approximate size of SA.

Note that A may be willing to engage in anonymous communication with
some set of principals in addition to SA. We assume that A is programmed
and configured so that it does not spuriously reveal its identity (or other pri-
vate data) to those other principals accidentally. This assumption is non-trivial:
in actual systems, principals may well reveal and even broadcast their names
unnecessarily.

3 Assumptions

This section introduces the assumptions on which our protocols rely. They gen-
erally concern communication and cryptography, and the power of the adversary
in these respects. (Menezes et al. [22] give the necessary background in cryptog-
raphy; we rely only on elementary concepts.) Although the assumptions may not
hold in many real systems, they are realistic enough to be implementable, and
advantageously simple.

3.1 Communication

We assume that messages do not automatically reveal the identity of their
senders and receivers—for example, by mentioning them in headers. When the lo-
cation of the sender of a message can be obtained, for example, by triangulation,



this assumption implies that the location does not reveal the sender’s identity.
This assumption also entails some difficulties in routing messages. Techniques for
message untraceability (see for example [10, 26, 27] and section 5) suggest some
sophisticated solutions. Focusing on a relatively simple but important case, we
envision that all messages are broadcast within some small area, such as a room
or a building.

We aim to protect against an adversary that can intercept any message sent
on a public channel (within the small area under consideration or elsewhere). In
addition, the adversary is active: it can send any message that it can compute.
Thus, the adversary is essentially the standard adversary for security protocols,
as described, for example, by Needham and Schroeder [24].

We pretend that the adversary has no “out-of-band” information about the
principals with which it interacts, that is, no information beyond that provided
by the protocols themselves. This pretense is somewhat unrealistic, but it is a
convenient simplification, as the following scenario illustrates. Suppose that three
principals A, B, and C are at the same location, alone. Suppose further that A
and B are willing to communicate with one another, and that A is willing to
communicate with C, but B is not. Therefore, the presence of B should remain
hidden from C. However, suppose that C suspects that SA = {B,C}, or that
A even tells C that SA = {B,C}. When C sees traffic between A and someone
else, C may correctly deduce that B is present. Our simplification excludes this
troublesome but artificial scenario.

3.2 Cryptography

We also assume that each principal A has a public key KA and a corresponding
private key K−1

A , and that the association between principals and public keys is
known. This association can be implemented with the help of a mostly-off-line
certification authority. In this case, some additional care is required: fetching
certificates and other interactions with the certification authority should not
compromise privacy goals. Alternatively, the association is trivial if we name
principals by their public keys, for example as in SPKI [12]. Similarly, it is also
trivial if we use ordinary principal names as public keys, with an identity-based
cryptosystem [31]. Therefore, we may basically treat public keys as principal
names.

When K−1 is a private key, we write {M}K−1 for M signed using K−1, in
such a way that M can be extracted from {M}K−1 and the signature verified
using the corresponding public key K. As usual, we assume that signatures
are unforgeable. Similarly,1 when K is a public key, we write {M}K for the
encryption of M using K. We expect some properties of the encryption scheme:

1 These notations are concise and fairly memorable, but perhaps somewhat misleading.
In particular, they imply that the same key pair is used for both public-key signatures
and encryptions, and that the underlying algorithms are similar for both kinds of
operations (as in the RSA cryptosystem). We do not need to assume these properties.



1. Only a principal that knows the corresponding private key K−1 should be
able to understand a message encrypted under a public key K.

2. Furthermore, decrypting a message with a private key K−1 should succeed
only if the message was encrypted under the corresponding public key K,
and the success or failure of a decryption should be evident to the principal
who performs it.

3. Finally, encryption should be which-key concealing [3, 5, 8], in the following
sense. Someone who sees a message encrypted under a public key K should
not be able to tell that it is under K without knowledge of the corresponding
private key K−1, even with knowledge of K or other messages under K.
Similarly, someone who sees several messages encrypted under a public key
K should not be able to tell that they are under the same key without
knowledge of the corresponding private key K−1.

Property 1 is essential and standard. Properties 2 and 3 are not entirely stan-
dard. They are not implied by standard computational specifications of encryp-
tion (e.g., [15]) but appear in formal models (e.g., [1]). Property 2 can be imple-
mented by including some checkable redundancy in encrypted messages, without
compromising secrecy properties. It is not essential, but we find it convenient,
particularly for the second protocol and its enhancements. Property 3 is satis-
fied with standard cryptosystems based on the discrete-logarithm problem [5, 8],
but it excludes implementations that tag all encryptions with key identifiers.
Although the rigorous study of this property is relatively recent, it seems to be
implicitly assumed in earlier work; for example, it seems to be necessary for the
desired anonymity properties of the Skeme protocol [19].

4 Two protocols

This section shows two protocols that address the goals of section 2. It also
discusses some variants of the protocols.

The two protocols are based on standard primitives and techniques (in par-
ticular on public-key cryptography), and resemble standard protocols. The first
protocol uses digital signatures and requires that principals have loosely syn-
chronized clocks. The second protocol uses only encryption and avoids the syn-
chronization requirement, at the cost of an extra message. The second protocol
draws attention to difficulties in achieving privacy against an active adversary.

Undoubtedly, other protocols satisfy the goals of section 2. In particular,
these goals seem relatively easy to satisfy when all principals confide in on-line
authentication servers. However, the existence of ubiquitous trusted servers may
not be a reasonable assumption. The protocols of this section do not rely on
such trusted third parties.

4.1 First protocol

In the first protocol, when a principal A wishes to talk to another principal
B ∈ SA, they proceed as follows:



– A generates fresh key material K and a timestamp T , and sends out

“hello”, {“hello”, KA, {KA, KB , K, T}K−1
A
}KB

The key material may simply be a session key, for subsequent communication;
it may also consist of several session keys and identifiers for those keys. The
signature means that the principal with public key KA (that is, A) says that
it has generated the key material K for communicating with the principal
with public key KB (that is, B) near time T . The timestamp protects against
replay attacks.

– Upon receipt of any message that consists of “hello” and (apparently) a
ciphertext, the recipient B decrypts the second component using its private
key. If the decryption yields a key KA and a signed statement of the form
{KA, KB , K, T}K−1

A
, then B extracts KA and K, verifies the signature using

KA, and checks the timestamp T against its clock. If the plaintext is not of
the expected form, or if A /∈ SB , then B does nothing.

– A and B may use K for encrypting subsequent messages. Each of these mes-
sages may be tagged with a key identifier, derived from K but independent
of A and B. When A or B receives a tagged message, the key identifier
suggests the use of K for decrypting the message.

This protocol is based on the Denning-Sacco public-key protocol and its
corrected version [2, 11]. Noticeably, however, this protocol does not include any
identities in cleartext. In addition, the protocol requires stronger assumptions
on encryption, specifically that public-key encryption under KB be which-key
concealing. This property is needed so that A’s encrypted message does not
reveal the identity of its (intended) recipient B.

When A wishes to communicate with several principals B1, . . . , Bn at the
same time (for example, when A arrives at a new location), A may simply start n
instances of the protocol in parallel, sending different key material to each of B1,
. . . , Bn. Those of B1, . . . , Bn who are present and willing to communicate with A
will be able to do so using the key material. (Section 4.3 describes optimizations
of the second protocol for this situation.)

4.2 Second protocol

In the second protocol, when a principal A wishes to talk to another principal
B ∈ SA, they proceed as follows:

– A generates a fresh, unpredictable nonce NA, and sends out

“hello”, {“hello”, NA, KA}KB

(In security protocols, nonces are quantities generated for the purpose of
being recent; they are typically used in challenge-response exchanges.)



– Upon receipt of any message that consists of “hello” and (apparently) a
ciphertext, the recipient B tries to decrypt the second component using its
private key. If the decryption succeeds, then B extracts the corresponding
nonce NA and key KA, checks that A ∈ SB , generates a fresh, unpredictable
nonce NB , and sends out

“ack”, {“ack”, NA, NB , KB}KA

If the decryption fails, if the plaintext is not of the expected form, or if
A /∈ SB , then B sends out a “decoy” message. This message should basically
look like B’s other message. In particular, it may have the form

“ack”, {N}K

where N is a fresh nonce (with padding, as needed) and only B knows K−1,
or it may be indistinguishable from a message of this form.

– Upon receipt of a message that consists of “ack” and (apparently) a cipher-
text, A tries to decrypt the second component using its private key. If the
decryption succeeds, then A extracts the corresponding nonces NA and NB
and key KB , and checks that it has recently sent NA encrypted under KB .
If the decryption or the checks fail, then A does nothing.

– Subsequently, A and B may use NA and NB as shared secrets. In particular,
they may compute one or more session keys by concatenating and hashing
the nonces. They may also derive key identifiers, much as in the first protocol.

In summary, the message flow of a successful exchange is:

A→ B : “hello”, {“hello”, NA, KA}KB
B → A : “ack”, {“ack”, NA, NB , KB}KA

Section 4.3 describes variants of this basic pattern, for example (as mentioned
above) for the case where A wishes to communicate with n principals B1, . . . ,
Bn.

This protocol has some similarities with the Needham-Schroeder public-key
protocol [24] and others [19, 20]. However, like the first protocol, this one does
not include any identities in cleartext, and again that is not quite enough for
privacy. As in the first protocol, public-key encryption should be which-key con-
cealing so that encrypted messages do not reveal the identities of their (intended)
recipients. Furthermore, the delicate use of the decoy message is important:

– B’s decoy message is unfortunately necessary in order to prevent an attack
where a malicious principal C /∈ SB computes and sends

“hello”, {“hello”, NC , KA}KB

and then deduces B’s presence and A ∈ SB by noticing a response. In order
to prevent this attack, the decoy message should look to C like it has the
form “ack”, {“ack”, NC , NB , KB}KA .



– B’s response to A when A /∈ SB should look as though B was someone
else, lest A infer B’s presence. Since B sends a decoy message when its
decryption fails, it should also send one when A /∈ SB . For this purpose, the
decoy message should look to A like one that some unknown principal would
send in response to A’s message.

The decoy message “ack”, {N}K is intended to address both of these require-
ments.

4.3 Efficiency considerations

Both protocols can be rather inefficient in some respects. These inefficiencies are
largely unavoidable consequences of the goals of private authentication.

– A generates its message and sends it before having any indication that B
is present and willing to communicate. In other situations, A might have
first engaged in a lightweight handshake with B, sending the names A and
B and waiting for an acknowledgment. Alternatively, both A and B might
have broadcast their names and their interest in communicating with nearby
principals. Here, these preliminary messages are in conflict with the privacy
goals, even though they do not absolutely prove the presence of A and B to
an eavesdropper. Some compromises may be possible; for example, A and
B may publish some bits of information about their identities if those bits
are not deemed too sensitive. In addition, in the second protocol, A may
precompute its message.

– Following the protocols, B may examine many messages that were encrypted
under the public keys of other principals. This examination may be costly,
perhaps opening the door to a denial-of-service attack against B. In other
situations, A might have included the name B, the key KB , or some identifier
for KB in clear in its message, as a hint for B. Here, again, the optimization
is in conflict with the privacy goals, and some compromises may be possible.

The second protocol introduces some further inefficiencies, but those can be
addressed as follows:

– In the second protocol, A may process many acknowledgments that were
encrypted under the public keys of other principals. This problem can be
solved through the use of a connection identifier: A can create a fresh iden-
tifier I, send it to B, and B can return I in clear as a hint that A should
decrypt its message:

A→ B : “hello”, I, {“hello”, NA, KA}KB
B → A : “ack”, I, {“ack”, NA, NB , KB}KA

The identifier I should also appear in B’s decoy message. Third parties may
deduce that the messages are linked, because I is outside the encryptions,
but cannot relate the messages to A and B.



– Suppose that A wishes to communicate with several principals, B1, . . . , Bn.
It could initiate n instances of the protocol. However, combining the messages
from all the instances can be faster. In particular, although each of B1, . . . ,
Bn should receive a different nonce, they can all share a connection identifier.
Moreover, when KA is long, its public-key encryption may be implemented
as a public-key encryption of a shorter symmetric key K plus an encryption
of KA using K; the key K and the latter encryption may be the same for
B1, . . . , Bn. Thus, A may send:

“hello”, I, {KA}K , {“hello”,H(KA), NA1, K}KB1
, . . . ,

{“hello”,H(KA), NAn, K}KBn
where H is a one-way hash function. Most importantly, the need for decoy
messages is drastically reduced. A principal that plays the role of B need
not produce n true or decoy acknowledgments, but only one. Specifically,
B should reply to a ciphertext encrypted under KB , if A included one in
its message, and send a decoy message otherwise. This last optimization
depends on our assumption that B can recognize whether a ciphertext was
produced by encryption under KB .

With these and other improvements, both protocols are practical enough
in certain systems, although they do not scale well. Suppose that principals
wish to communicate with few other principals at a time, and that any one
message reaches few principals, for instance because messages are broadcast
within small locations; then it should be possible for principals that come into
contact to establish private, authenticated connections (or fail to do so) within
seconds. What is “few”? A simple calculation indicates that 10 is few, and maybe
100 is few, but 1000 is probably not few. Typically, the limiting performance
factor will be public-key cryptography, rather than communications: each public-
key operation takes a few milliseconds or tens of milliseconds in software on
modern processors (e.g., [21]). Perhaps the development of custom cryptographic
techniques (flavors of broadcast encryption) can lead to further efficiency gains.

4.4 Groups

In the problem described above, the set of principals SA and SB with which
A and B wish to communicate, respectively, are essentially presented as sets of
public keys. In variants of the problem, SA, SB , or both may be presented in
other ways. The protocols can be extended to some situations where a principal
wants to deal with others not because of their identities but because of their
attributes or memberships in groups, such as “ACME printers” or “Italians”.
These extensions are not all completely satisfactory.

– Suppose that B is willing to communicate with any principal in a certain
group, without having a full list of those principals. However, let us still
assume that SA is presented as a set of public keys. In this case, we can
extend our protocols without much trouble: A can include certificates in its
encrypted message to B, proving its membership in groups.



– Suppose that, instead, A wants to communicate with any principal in a
certain group, and SB is presented as a set of public keys. The roles in the
protocols may be reversed to handle this case.

– However, the protocols do not address the case in which neither SA nor SB
is presented as a set of public keys, for example when both are presented as
groups. Introducing group keys may reduce this case to familiar ones, but
group keys can be harder to manage and protect.

5 Related problems and related work

The questions treated here are broadly related to traffic analysis, and how to
prevent it. This subject is not new, of course. In particular, work on message
untraceability has dealt with the question of hiding (unlinking) the origins and
destinations of messages (e.g., [10, 26, 27]). It has produced techniques that allow
a principal A to send messages to a principal B in such a way that an adversary
may know the identities of A and B and their locations, but not that they are
communicating with one another. Those techniques address how to route a mes-
sage from A to B without leaking information. In the case of cellular networks,
those techniques can be adapted to hide the locations of principals [13, 28]. In
contrast, here we envision that all messages are broadcast within a location, sim-
plifying routing issues, and focus on hiding the identities of principals that meet
and communicate at the location. Other interesting work on untraceability in
mobile networks has addressed some important authentication problems under
substantial infrastructure assumptions, for instance that each principal has a
home domain and that an authentication server runs in each domain [4, 23, 30].
That work focuses on the interaction between a mobile client and an authen-
tication server of a domain that the client visits, typically with some privacy
guarantees for the former but not for the latter. In contrast, we do not rely on
those infrastructure assumptions and we focus on the interaction between two
mobile principals with potentially similar privacy requirements.

There has been other research on various aspects of security in systems with
mobility (e.g., [9, 32, 33] in addition to [4, 6, 13, 18, 23, 30], cited above). Some of
that work touches on privacy issues. In particular, the work of Jakobsson and
Wetzel points out some privacy problems in Bluetooth. The protocols of this
paper are designed to address such problems.

The questions treated here are also related to the delicate balance between
privacy and authenticity in other contexts. This balance plays an important role
in electronic cash systems (e.g., [16]). It can also appear in traditional access
control. Specifically, suppose that A makes a request to B, and that A is member
of a group that appears in the access control list that B consults for the request.
In order to conceal its identity, A might use a ring signature [29] for the request,
establishing that the request is from a member of the group without letting B
discover that A produced the signature. However, it may not be obvious to A that
showing its membership could help, and B may not wish to publish the access
control list. Furthermore, A may not wish to show all its memberships to B.



Thus, there is a conflict between privacy and authenticity in the communication
between A and B. No third parties need be involved. In contrast, we do not
guarantee the privacy of A and B with respect to each other, and focus on
protecting them against third parties.

Designated verifier proofs address another trade-off between confidentiality
and authenticity [17]. They allow a principal A to construct a proof that will
convince only a designated principal B. For instance, only B may be convinced
of A’s identity. Designated verifier proofs differ from the protocols of this paper
in their set-up and applications (e.g., for fair exchange). Moreover, in general,
they may leak information about A and B to third parties, without necessarily
convincing them. Therefore, at least in general, they need not provide a solution
to the problem of private authentication treated in this paper.

6 Conclusion

Security protocols can contribute to the tension between communication and pri-
vacy, but they can also help resolve it. In this paper, we construct two protocols
that allow principals to authenticate with chosen interlocutors while hiding their
identities from others. In particular, the protocols allow mobile principals to com-
municate when they meet, without being monitored by third parties. The pro-
tocols resemble standard ones, but interestingly they rely on some non-standard
assumptions and messages to pursue non-standard objectives. As virtually all
protocols, however, they are only meaningful in the context of larger systems.
They are part of a growing suite of technical and non-technical approaches to
privacy.
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